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1 Introduction

The Los Alamos sea ice model (CICE) is the result of an effort to develop a computationally efficient sea
ice component for a fully coupled atmosphere-ice-ocean-land global climate model. It was designed to be
compatible with the Parallel Ocean Program (POP), an ocean circulation model developed at Los Alamos
National Laboratory for use on massively parallel computers [29, 5, 6]. The current version of the model
has been enhanced greatly through collaborations with members of the Community Climate System Model
(CCSM) Polar Climate Working Group, based at the National Center for Atmospheric Research (NCAR).

CICE has several interacting components: a thermodynamic model that computes local growth rates of
snow and ice due to vertical conductive, radiative and turbulent fluxes, along with snowfall; a model of ice
dynamics, which predicts the velocity field of the ice pack based on a model of the material strength of
the ice; a transport model that describes advection of the areal concentration, ice volumes and other state
variables; and a ridging parameterization that transfers ice among thickness categories based on energetic
balances and rates of strain. Additional routines prepare and execute data exchanges with an external “flux
coupler,” which then passes the data to other climate model components such as POP.

This model release is CICE version 3.1. It replaces CICE 3.0, which was released in November 2001.
Although the model physics is similar to that of version 3.0, the code has changed substantially. The fol-
lowing are the major changes:

e Several modules have been rewritten to run efficiently on vector platforms such as the Cray X1 and
the Earth Simulator. Short loops over categories and vertical layers have been moved outside longer
horizontal {,j) loops, and single-column state variables (of dimensicat ) have been eliminated.
Directives have been inserted to enforce vectorization over certain loops. Ng¢dtebs have in
many cases been combined into a single loop to increase vector length.

e The mechanical redistribution modulee_mechred cice.F, has been modified to run more stably in
rapidly deformating regions.

e The dynamics scheme now treats lower concentration regions more accurately, consistent with free
drift theory.

e The MPDATA and incremental remapping transport schemes, formendgimmansport.F, have been
separated into two moduleige_transport_mpdata.F andice_transport_remap.F. The remapping
module has been revised for efficiency and user-friendliness. For instance, it is easier now to transport
additional tracers specified by the user.

e The open water fraction is now transported horizontally.

e The two thermodynamics modules have been reorganized. Thermodynamic calculations before the
to_coupler call are now inice_therm_vertical.F, and calculations after thi_coupler call are in
ice_therm _itd.F. These modules repladee_therm _cice.Fandice_therm driver.F.
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e The lateral melting scheme from the CCSM Community Sea Ice Model (CSIM) has been added to
CICE.

e Useful utilities have been addedite._itd.F.
e Some history fields and namelist options have been added.

e Additional global diagnostics may be written out. These diagnostics are useful for checking conser-
vation of heat, water, and salt.

e One restart variablé=hocn ) has been removed, and anothisalt ) has been added. This means
thatice_history.F must be modified if starting a CICE 3.1 run with a restart file generated by version
3.0.

e The coupling moduleice coupling.F, has been revised to conform with the latest CCSM coupler.
Two additional fieldsQref andfswabs , are now passed to the coupler.

e The module that reads forcing daie_flux_in.F, has been rewritten so that it is more readily adapted
to read data in different formats. Temporal interpolation is now linear rather than cubic.

e Standard ProTeX prologues have been added at the beginning of each module and subroutine. These
allow automated generation of LaTeX documentation from Fortran 90 code.

e Various minor bugs have been fixed.
e Many variables and subroutines have been renamed to be more descriptive and consistent.
e Code formatting has been standardized, and some obsolescent coding practices have been eliminated.

Many of these changes have been carried out concurrently with changes in CSIM. The latest version of
CSIM, like CICE, is vector-friendly. Except for the mechanical redistribution modules, most CICE and
CSIM modules now closely resemble each other.

Generally speaking, subroutine names are givatalit and file names arpoldfacein this document.
Symbols used in the code arngewritten , While corresponding symbols in this document are in the
math font which, granted, looks a lot like italic. A comprehensive index, including a glossary of symbols
with many of their values, appears at the end. The organization of this software distribution is described in
Section 4.1; most files and subroutines referred to in this documentation are part of the CICE code found in
cice/source/ unless otherwise noted.

For those who wonder what “CICE” stands for, it is not an acronym... a little rebellion here at this very
acronym-oriented government lab. It is shorthand for “sea ice,” an amused nod to people outside the field
who when told that we study sea ice, think we're saying “C” ice and have no idea what the letter C has to
do with ice. There is a small grass-roots movement underway to alter the model name’s pronunciation from
“sea ice” to what an Italian might say, €hcha or “chee-chay.” Others choose to say €&nglish, rhymes
with “ice”), ses (French, like “cease”), or sh-soo (“Shii-aisu,” Japanese).

2 Coupling with other climate model components

The sea ice model exchanges information with the other model components via a flux coupler. We use
a recent version of the CCSM Flux Coupler [18] from NCAR. The flux coupler was originally intended

to gather state variables from the component models, compute fluxes at the model interfaces, and return
these fluxes to the component models for use in the next integration period, maintaining conservation of
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Atmosphere Ocean
Provided by the flux coupler to the sea ice model

Zo Atmosphere level height Fp.my  Freezing/melting potential
ﬁa Wind velocity Tw Sea surface temperature
Qa Specific humidity S Sea surface salinity
Pa Air density VH, Sea surface slope
O, Air potential temperature U Surface ocean currents
T, Air temperature
Fy,)  Shortwave radiation
Fr, Incoming longwave radiation

F,... Rainfall rate
Fiow Snowfall rate
Provided by the sea ice model to the flux coupler

Ty wind stress Fouy Penetrating shortwave
F, Sensible heat flux Fyaer Fresh water flux

I Latent heat flux Fr... Netheat flux to ocean
Fry Outgoing longwave Foou Salt flux

Fevqp Evaporated water Tow Ice-ocean stress

Q Surface albedo

Tore Surface temperature
a; Ice fraction
T 2m reference temperature (diagnostic)
Qrf 2m reference humidity (diagnostic)
Fo.as Absorbed shortwave (diagnostic)

Table 1: Data exchanged between the flux coupler and the sea ice model.

momentum, heat and fresh water. However, several of these fluxes are now computed in the ice model itself
and provided to the flux coupler for distribution to the other components, for two reasons. First, some of
the fluxes depend strongly on the state of the ice, and vice versa, implying that an implicit, simultaneous
determination of the ice state and the surface fluxes is necessary for consistency and stability. Second, given
the various ice types in a single grid cell, it is more efficient for the ice model to determine the net ice
characteristics of the grid cell and provide the resulting fluxes, rather than passing several values of the state
variables for each cell. These considerations are explained in more detail below.

The fluxes and state variables passed between the sea ice model and the flux coupler are listed in Table 1.
By convention, directional fluxes are positive downward.

The ice fractiona; (aice )! is the total fractional ice coverage of a grid cell. That is, in each cell,

a; =0 if there is no ice
a; =1 if there is no open water
0 < a; <1 ifthereis bothice and open water,

whereq; is the sum of fractional ice areas for each category of ice. The ice fraction is used by the flux coupler
to merge fluxes from the ice model with fluxes from the other components. For example, the penetrating
shortwave radiation flux, weighted lay, is combined with the net shortwave radiation flux through ice-free
leads, weighted byl(— «;), to obtain the net shortwave flux into the ocean over the entire grid cell. The

Typewritten  equivalents used in the code are described in the index.
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flux coupler requires the fluxes to be divided by the total ice area so that the ice and land models are treated
identically (land also may occupy less than 100% of an atmospheric grid cell). These fluxes are “per unit
ice area” rather than “per unit grid cell area.”

2.1 Atmosphere

The wind velocity, specific humidity, air density and potential temperature at the given level heigtat

used to compute transfer coefficients used in formulas for the surface wind stress and turbulent heat fluxes
T4, Fs, and Fy, as described below. Wind stress is arguably the primary forcing mechanism for the ice
motion, although the ice—ocean stress, Coriolis force, and slope of the ocean surface are also important [32].
The sensible and latent heat fluxés, and F;, along with shortwave and longwave radiatidn,,|, Fr|

andFTr, are included in the flux balance that determines the ice or snow surface temperature. As described
in Section 3.5, these fluxes depend nonlinearly on the ice surface tempérgtutae balance equation is
iterated until convergence, and the resulting fluxes’Bpdare then passed to the flux coupler. The flux of
water evaporated to the atmosphere is given in terms of the latentthgat,= £}/ (Lyap + Lice), Where

L.,y andL;.. are latent heats of vaporization and fusion.

The snowfall precipitation rate (provided as liquid water equivalent and converted by the ice model to
snow depth) also contributes to the heat and water mass budgets of the ice layer. Although melt ponds
generally form on the ice surface in the Arctic and refreeze later in the fall, reducing the total amount of
fresh water that reaches the ocean and altering the heat budget of the ice, we currently have no melt pond
parameterization; rain and all melted snow end up in the ocean.

Wind stress and transfer coefficients for the turbulent heat fluxes are computed in sukatotheundary
_layerfollowing [18]. For clarity, the equations are reproduced here in the present notation.

The wind stress and turbulent heat flux calculation accounts for both stable and unstable atmosphere-ice
boundary layers. Define the “stability”

T _ KgZo ( o* n Q* )
w2 \ O, (140.606Q,) 1/0.606+ Q.

wherek is the von Karman constant,is gravitational acceleration, and, ©* and@Q* are turbulent scales
for velocity, temperature and humidity, respectively:

—

Uq
0" = ¢(0n—Ty) (1)
Q* = Cq (Qa - stc) s

where the wind speed has a minimum value of 1 m/s. We have ignored ice motidn amdT,;. and
Q. are the surface temperature and specific humidity, respectively. The latter is calculated by assuming a
saturated surface temperatdig., as described in Section 3.5.1.

The exchange coefficients, cop andc, are initialized as

o= ¢,

K
In(2ref /Zice)
and updated during a short iteration, as they depend upon the turbulent scalesz,tjldgea reference
height of 10 m and;.. is the roughness length scale for the given sea ice catefjasyconstrained to have

magnitude less than 10. Further, definipg= (1 — 16T)0’25 andy > 1, the “integrated flux profiles” for
momentum and stability in the unstabfé & 0) case are given by

Y= 2I[0.5(1+x)] +1n 051 +x?)| —2tan~" x +

2
ve= 2m[0.5(1+4x3)].
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In a departure from the parameterization used in [18], we use profiles for the stable case following [17],
Ym = s = —[0.77 +0.75 (T — 14.3) exp (—0.357) + 10.7] .

The coefficients are then updated as

r_ Cy
T Th (N dm) /n
¢ = *

T+cog(A—1)s) /K
¢ = ¢

wherel = In (2./z). The first iteration ends with new turbulent scales from equations (1). After five
iterations the latent and sensible heat flux coefficients are computed, along with the wind stress:

Cl =  pPa (Lvap + Lice) U*Cq
Cs = pacpucy+1,
- pQU*2ﬁa
Ta = = )
Ual

wherep, is the density of air and, is its specific heat. Again following [17], we have added a constant
to the sensible heat flux coefficient in order to allow some heat to pass between the atmosphere and the ice
surface in stable, calm conditions.

The atmospheric reference temperatﬂj@” is computed fron¥, andTy. using the coefficients,, cg
andc,. Although the sea ice model does not use this quantity, it is most convenient for the ice model to
perform this calculation. The atmospheric reference temperature is returned to the flux coupler as a climate
diagnostic. The same is true for the reference humidjy; .

Additional details about the latent and sensible heat fluxes and other quantities referred to here can be
found in Section 3.5.1.

2.2 Ocean

New sea ice forms when the ocean temperature drops below its freezing températdare .S, whereS is
the seawater salinity and= 0.054 is the ratio of the freezing temperature of brine to its salinity. The ocean
model performs this calculation; if the freezing/melting potenkigl,;; is positive, its value represents a
certain amount of frazil ice that has formed in one or more layers of the ocean and floated to the surface.
(The ocean model assumes that the amount of new ice implied by the freezing potential actually forms.) In
general, this ice is added to the thinnest ice category. The new ice is grown in the open water area of the grid
cell to a specified minimum thickness; if the open water area is nearly zero or if there is more new ice than
will fit into the thinnest ice category, then the new ice is spread uniformly over the entire cell.

If Fy.mie iS Negative, it is used to heat already existing ice from below. In particular, the sea surface
temperature and salinity are used to compute an oceanic hedt,fl(¥’,| < |Ff..mi|) Which is applied at
the bottom of the ice. The portion of the melting potential actually used to meltice is returned to the coupler
in Fp,..:. The ocean model adjusts its own heat budget with this quantity, assuming that the rest of the flux
remained in the ocean.

In addition to runoff from rain and melted snow, the fresh water fly¥;., includes ice meltwater from
the top surface and water melted or frozen (a negative flux) at the bottom surface of the ice. This flux is
computed as the net change of fresh water in the ice and snow volume over the coupling time step, excluding
frazil ice formation and newly accumulated snow.
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There is a flux of salt into the ocean under melting conditions, and a (negative) flux when sea water is
freezing. However, melting sea ice ultimately freshens the top ocean layer, since the ocean is much more
saline than the ice. The ice model passes the net flux of'sgjtto the flux coupler, based on the net change
in salt for ice in all categories. In the present configuratioa, _ref _salinity is used for computing
the salt flux, although the ice salinity used in the thermodynamic calculation has differing values in the ice
layers.

A fraction of the incoming shortwavg,,,; penetrates the snow and ice layers and passes into the ocean,
as described in Section 3.5.1.

Many ice models compute the sea surface sN€, from geostrophic ocean currents provided by an
ocean model or other data source. In our case, the sea surfaceMtgiglat prognostic variable in POP—the
flux coupler can provide the surface slope directly, rather than inferring it from the currents. (The option of
computing it from the currents is provided in subroutav@ prep) The sea ice model uses the surface layer
currentsl/,, to determine the stress between the ocean and the ice, and subsequently the icei/eToaity
stress, relative to the ice,

Tw = CwPuw ’ﬁw — ﬁ‘ [(ﬁw — ﬁ) cosf + k x (ﬁw — ﬁ) sinQ}

is then passed to the flux coupler (relative to the ocean) for use by the ocean model ide¢he, turning

angle between geostrophic and surface curreptss the ocean drag coefficient,, is the density of seawa-

ter (dragw = c,,pu), andk is the vertical unit vector. The turning angle is necessary if the top ocean model
layers are not able to resolve the Ekman spiral in the boundary layer. If the top layer is sufficiently thin
compared to the typical depth of the Ekman spiral, thena 0 is a good approximation. Here we assume
that the top layer is thin enough.

3 Model components

The Arctic and Antarctic sea ice packs are mixtures of open water, thin first-year ice, thicker multiyear ice,
and thick pressure ridges. The thermodynamic and dynamic properties of the ice pack depend on how much
ice lies in each thickness range. Thus the basic problem in sea ice modeling is to describe the evolution of
the ice thickness distribution (ITD) in time and space.

The fundamental equation solved by CICE is [34]:

Y=V (gu) (o) + 0, @
whereu is the horizontal ice velocityy = (&, &), f is the rate of thermodynamic ice growth,is a
ridging redistribution function, ang is the ice thickness distribution function. We defifie, h, t) dh as
the fractional area covered by ice in the thickness rdahgé + dh) at a given time and location.

Equation (2) is solved by partitioning the ice pack at each grid point into discrete thickness categories.
The number of categories can be set by the user, with a default ¥jue 5. (Five categories, plus open
water, are sufficient to simulate the annual cycles of ice thickness, ice strength, and surface fluxes [1, 20].)
Each category. has lower thickness bourid,,_; and upper boundf,,. The lower bound of the thinnest ice
category,H, is set to zero. The other boundaries are chosen with greater resolution for:siatte the
properties of the ice pack are especially sensitive to the amount of thin ice [22]. The continuous function
g(h) is replaced by the discrete variahlg,, defined as the fractional area covered by ice in the thickness
range {,_1, H,). We denote the fractional area of open waterky giving zfjgo a;n = 1 by definition.

In addition to the fractional ice area,,, we define the following state variables for each category

e v;,, the ice volume, equal to the productqf, and the ice thickneds;,.
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® v, the snow volume, equal to the productagf and the snow thickneds,,,.

e ek, the internal ice energy in layér, equal to the product of the ice layer volumsg, /N;, and the
ice layer enthalpyy;,... HereN; is the total number of ice layers, with a default valtie = 4, and
gink 1S the negative of the energy needed to melt a unit volume of ice and raise its temperat@e to
it is discussed in Section 3.5. (NOTE: In the current cegle; 0 andg; < 0 with e; = v;q;.)

e cg,, the snow energy, equal to the productugf and the snow enthalpy,,. Currently there is just
one snow layer, but future versions of CICE will allow multiple snow layers. (Similagly, 0 in the
code.)

e T, the surface temperature.

Since the fractional area is unitless, the volume variables have units of meters {icd.ja® or snow per
m? of grid cell area), and the energy variables have units of.J/m

The three terms on the right-hand side of (2) describe three kinds of sea ice transport: (1) horizontal
transport in(x, y) space; (2) transport in thickness spacgue to thermodynamic growth and melting; and
(3) transport in thickness spaéedue to ridging and other mechanical processes. We solve the equation
by operator splitting in three stages, with two of the three terms on the right set to zero in each stage. We
compute horizontal transport using the incremental remapping scheme of [4] as adapted for sea ice by [21];
this scheme is discussed in Section 3.1. Ice is transported in thickness space using the remapping scheme of
[20], as described in Section 3.2. The mechanical redistribution scheme, based on [34], [27], [11], and [8],
is outlined in Section 3.3. To solve the horizontal transport and ridging equations, we need the ice velocity
u, and to compute transport in thickness space, we must know the the ice growthimadach thickness
category. We use the elastic-viscous-plastic (EVP) ice dynamics scheme of [13], as modified by [12], [14]
and [15], to find the velocity, as described in Section 3.4. Finally, we use the thermodynamic model of [2],
discussed in Section 3.5, to comptfte

3.1 Horizontal transport
We wish to solve the continuity or transport equation,

8@2‘”
ot

+ V- (ajpu) =0, 3

for the fractional ice area in each thickness categoriquation (3) describes the conservation of ice area
under horizontal transport. It is obtained from (2) by discretizjnand neglecting the second and third
terms on the right-hand side, which are treated separately (Sections 3.2 and 3.3).

There are similar conservation equations for ice volume, snow volume, ice energy, snow energy, and
area-weighted surface temperature:

8;;" + V- (vipu) = 0, 4)

a;‘;" FV - (vgu) = 0, (5)

ag:’“ YV (empu) = 0, (6)

a;;” YV (egpu) = 0, @)
Olantsp) | G (g Typu) = 0. @)

ot
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For simplicity, ice and snow are assumed to have constant densities, so that volume conservation is equiva-
lent to mass conservation. We also transport the fractional area of open water, using 3)=with With
N¢ = 5 andN; = 4 there are 46 transport equations to be solved.

Two transport schemes are available, MPDATA [31] and the incremental remapping scheme of [4] as
modified for sea ice by [21]. Because so many fields are transported, the transport module is very expensive
(close to half the total computer time) in runs using MPDATA. Although a cheaper first-order upwind scheme
is available as an MPDATA option (see Table 4), we recommend using the incremental remapping method
instead. This scheme has several desirable features:

e It conserves the quantity being transported (area, volume, or energy).
¢ Itis non-oscillatory; that is, it does not create spurious ripples in the transported fields.

e It preserves tracer monotonicity. That is, it does not create new extrema in the thickness and enthalpy
fields; the values at time: + 1 are bounded by the values at time

e Itis second-order accurate in space and therefore is much less diffusive than first-order schemes. The
accuracy may be reduced locally to first order to preserve monotonicity.

e |t is efficient for large numbers of categories or tracers. Much of the work is geometrical and is
performed only once per grid cell instead of being repeated for each quantity being transported.

The time step is limited by the requirement that trajectories projected backward from grid cell corners are
confined to the four surrounding cells; this is what is meant by incremental remapping as opposed to general
remapping. This requirement leads to a CFL-like condition,

max |u|At
— <1
Ax -
For highly divergent velocity fields the maximum time step must be reduced by a factor of two to ensure
that trajectories do not cross. However, ice velocity fields in climate models usually have small divergences

per time step relative to the grid size.
The remapping algorithm can be summarized as follows:

1. Given mean values of the ice area and tracer fields in each grid cell, construct linear approximations
of these fields. Limit the field gradients to preserve monotonicity.

2. Given ice velocities at grid cell corners, identify departure regions for the fluxes across each cell edge.
Divide these departure regions into triangles and compute the coordinates of the triangle vertices.

3. Integrate these fields over the departure triangles to obtain the area, volume, and energy fluxes across
each cell edge.

4. Transfer the fluxes across cell edges and update the state variables.
Since all scalar fields are transported by the same velocity field, step (2) is done only once per time step.
The other three steps are repeated for each field in each thickness category. These steps are described below.
3.1.1 Reconstructing area and tracer fields

First, using the known values of the state variables, the ice area and tracer fields are reconstructed in each
grid cell as linear functions of andy. For each field we compute the value at the cell center (i.e., at the
origin of a 2D Cartesian coordinate system defined for that grid cell), along with gradients inathe
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y directions. The gradients are limited to preserve monotonicity. When integrated over a grid cell, the
reconstructed fields must have mean values equal to the known state variables, dernotedfiactional
area,h for thickness, and for enthalpy. The mean values are not, in general, equal to the values at the cell
center. For example, the mean ice area must equal the value at the centroid, which may not lie at the cell
center.

Consider first the fractional ice area, the analog to fluid depsity4]. For each thickness category we
construct a fieldi(r) whose mean ig, wherer = (x,y) is the position vector relative to the cell center.
That is, we require

/ adA=aA, (9)
A
whereA = [, dAis the grid cell area. Equation (9) is satisfied () has the form

a(r) =a+ oy (Va) - (r — 1), (10)

where (Va) is a centered estimate of the area gradient within the agllis a limiting coefficient that
enforces monotonicity, anlis the cell centroid:

r= ;/ArdA.
It follows from (10) that the ice area at the cell center( 0) is
Qe = G — QT — Ay,

wherea, = «o,(0a/0x) anda, = a4(0a/0y) are the limited gradients in theandy directions, respec-
tively, and the components & 7 = [, 2dA/A andy = [,ydA/A, are evaluated using the triangle
integration formulas described in Section 3.1.3. These means, along with higher-order means:8uch as
77, andy?2, are computed once and stored.

Next consider the ice and snow thickness and enthalpy fields. Thickness is analogous to the tracer
concentratiorf” in [4], but there is no analog in [4] to the enthalpy. The reconstructed ice or snow thickness
h(r) and enthalpy;(r) must satisfy

Ql
>

/ahdA — ahA, (11)
A

/ ahqdA =
A

l

hiA. (12)

Equations (11) and (12) are satisfied wii€n) andg(r) are given by

h(r) = h+ap (Vh) - (r — F), (13)
q(r) = G+ aq (V) - (r = 7), (14)
whereqy, anda, are limiting coefficientst is the center of ice area,
1
=L A
r ) /A ardA,

andt is the center of ice or snow volume,
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Evaluating the integrals, we find that the componenis arfe

acf + G/xl'2 + ay@

T = ,
a

. acy + a;TY + ayy?
d b

and the components éfare

CIT + o2 + c3TY + caxd + c522y + coxy?

v ah ’
j= 1 + 2Ty + c3y® + C}% + csay® + C6E7
ah
where
c1 = ache,
ca = achg + azhe,
c3 = achy + ayhe,
ca = aghy,
cs = aghy + ayhg,
6 = ayhy.

From (13) and (14), the thickness and enthalpy at the cell center are given by

he = h — hyZ — hyJ,

QC:(j_CIxfi'_Qy@v

whereh,, hy, ¢, andg, are the limited gradients of thickness and enthalpy. The surface temperature is
treated the same way as ice or snow thickness, but it has no associated enthalpy.

We preserve monotonicity by van Leer limiting.#fi, j) denotes the mean value of some field in grid
cell (i, ), we first compute centered gradientsdofn the z andy directions, then check whether these
gradients give values ef within cell (i, j) that lie outside the range @gfin the cell and its eight neighbors.

Let dmax and ¢min be the maximum and minimum values ofover the cell and its neighbors, and let
dmax and ¢min be the maximum and minimum values of the reconstrugtedthin the cell. Since the
reconstruction is lineammax andmin are located at cell corners. dfnax > Gmax OF Pmin < Gmin, WE
multiply the unlimited gradient by = min(amax, @min), Where

Omax = (ngax - ¢)/(¢max - QE)7

Omin = (QZ_)min - ¢)/(¢min - ¢)

Otherwise the gradient need not be limited.
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NwW N NE
d
C ’f‘
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Figure 1: In incremental remapping, conserved quantities are remapped from the shaded departure region,
a quadrilateral formed by connecting the backward trajectories from the four cell corners, to the grid cell
labeledH . The region fluxed across the north edge of éeltonsists of a trianglezfc) in the N cell and

a quadrilateral (two triangleacd andade) in the N cell.

3.1.2 Locating departure triangles

The method for locating departure triangles is discussed in detail by [4]. The basic idea is illustrated in
Figure 1, which shows a shaded quadrilateral departure region whose contents are transported to the target or
home grid cell, labeled!. The neighboring grid cells are labeled by compass directidis’, N, NE, W,

andE. The four vectors point along the velocity field at the cell corners, and the departure region is formed
by joining the starting points of these vectors. Instead of integrating over the entire departure region, it is
convenient to compute fluxes across cell edges. We identify departure regions for the north and east edges of
each cell, which are also the south and west edges of neighboring cells. Consider the north edge of the home
cell, across which there are fluxes from the neighbofifiy andN cells. The contributing region from the

NW cellis a triangle with verticegbc, and that from theV cell is a quadrilateral that can be divided into two
triangles with verticeacd andade. Focusing on trianglebc, we first determine the coordinates of vertices

b andc relative to the cell corner (verte®y, using Euclidean geometry to find vertexThen we translate

the three vertices to a coordinate system centered irMié cell. This translation is needed in order to
integrate fields (Section 3.1.3) in the coordinate system where they have been reconstructed (Section 3.1.1).
Repeating this process for the north and east edges of each grid cell, we compute the vertices of all the
departure triangles associated with each cell edge.

Figure 2, reproduced from [4], shows all possible triangles that can contribute fluxes across the north
edge of a grid cell. There are 20 triangles, which can be organized into five groups of four mutually exclu-
sive triangles as shown in Table 2. In this talle,, y;) and(z2, y2) are the Cartesian coordinates of the
departure points relative to the northwest and northeast cell corners, respectively. The departure points are
joined by a straight line that intersects the west eddé.at, ) relative to the northwest corner and intersects
the east edge &0, y,) relative to the northeast corner. This line intersects the north edge dt) relative
to the northwest corner ard;, 0) relative to the northeast corner. From Cartesian geometry it can be shown
that

1Az + (z2y1 — T1Y2)
a - b

Ax + 19 — 11
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Figure 2: The 20 possible triangles that can contribute fluxes across the north edge of a grid cell.

Yo Az + (x2y1 — 21Y2)

% = Az + x9 — 11 ’
Yo A
Lag = y
Ya — Yb
ypAx
Tp = )
Ya — Yb

whereAz is the length of the north edge. The east cell triangles and selecting conditions are identical except
for a rotation through 90 degrees.

This scheme was designed for rectangular grids. Grid cells in CICE actually lie on the surface of a
sphere and must be projected onto a plane. Many such projections are possible. The projection used in
CICE, illustrated in Figure 3, approximates spherical grid cells as quadrilaterals in the plane tangent to the
sphere at a point inside the cell. The quadrilateral verticegréye, £/2), (—N/2,W/2), (=S/2,-W/2),
and(S/2,—FE/2), whereN, S, E, andW are the lengths of the cell edges on the spherical grid. The
quadrilateral areg,N + S)(E + W)/4, is a good approximation to the true spherical area. However, cell
edges in this projection are not orthogonal (i.e., they do not meet at right angles) as on the spherical grid.
This means that when vectors are translated from cell corners to cell centers, we must take care that the
departure points in the cell-center coordinate system lie inside the grid cell contributing the flux. Otherwise,
monotonicity may be violated, because van Leer limiting does not apply outside the grid cell.

Figure 3 illustrates the difficulty. At the cell center we define orthogonal basis vectnd j that
point toward the midpoints of the cell edges. Similarly, at each cell corner we define a coordinate system
whose basis vector,and?, point along cell edges. The vectdtandj are orthogonal in the cell-corner
reference frame, but not when projected into the reference frame of the neighboring cell center. For this
reason a simple transformation is needed to preserve monotonicity when vectors are translated from corners
to centers. Consider a vectar?’ +4'7) in the cell-corner basis. We make the approximation that this vector
has the same coordinates whéand? are non-orthogonal projections of the cell-corner basis vectors into
the cell-center tangent plane, as in Figure 3. Then we transform fron# ¢ Basis to the( 7) basis. In
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Triangle Triangle Selecting logical
group label condition
1 NW Yo > 0andy; > 0andx; <0

NW1 gy, <Oandy; > 0andz; <0
W Yo < 0andy; < 0andz; <0
W2 Yo > 0andy; < 0andx; <0

2 NE yp» > 0 andyz > 0 andxs > 0
NE1 yp» < 0andyz > 0 andxs >0
E yp < 0andy, < 0 andz, > 0

E2 yp > 0 andy, < 0 andxzy > 0

3 w1 Yo <0andy; > 0andz; <0
NW2  y, > 0andy; < 0andz; <0

El yp < 0andy; > 0 andzy >0

NE2 gy, >0andys < 0andze >0

4 Hla Yalyp > 0andy, + y, < 0
Nla Yoy > 0andy, + yp > 0
H1lb Yayp < 0andg; <0
N1b Yayp < 0@andg; > 0

5 H2a Yayp > 0andy, + yp < 0
N2a Yayo > 0 andy, +yp > 0
H2b Yalp < 0andgs, <0
N2b Yap < 0andygy > 0

Table 2: Evaluation of contributions from the 20 triangles across the north cell edge. The coordinates
T2, Y1, Y2, Ya, andy, are defined in the text. We defige = vy if 1 > 0, elsey; = y,. Similarly, g2 = 1
if zo <0, elsegs = yp.
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Figure 3: A grid cell on the surface of a sphere with unequal sides of Ie¥igi £, andIV is approximated

as a quadrilateral lying in the tangent plane at the cell center. The quadrilateral verti¢@s/aré /2),
(=N/2,W/2), (—=5/2,-W/2), and(S/2, —E/2). The basis vectors’( ) at the northeast cell corner have
been projected into the cell-center coordinate system and are different from the cell-center basigy@ctors (
The angle®y andfg relating the two bases are defined in the text.

the cell-center coordinate systethis obtained by a rotation dfthrough an anglé, where

E-W
fn = arctan ( 5N > . (15)
Similarly, 7' is obtained by a rotation gfthroughéz, where
S—N
fr = arctan ( 5F ) . (16)

Vectors are transformed between basis sets using

x \ [ cosfy —sinfg z
<y>_<sin91\/ COSGE><y’>’ (17)

which can be verified by inspection, alternately settihg= 0 andy’ = 0. Similar transformations are used
at the other three cell corners. These transformations guarantee that the grid cell in which a given departure
point is located does not change under a change in coordinate systems.

Most grids cells are nearly rectangular, unlike the distorted cell shown in Figure 3. Onhdisplaced-
pole grid often used for CICE runs, the maximum angle in (15) and (16) is abBoMettor transformations
may therefore be omitted on most grids with little loss of accuracy. We have retained them, however, because
they ensure exact monotonicity at little added cost.

We made one other change in the scheme of [4] for locating triangles. In their paper, departure points
are defined by projecting cell corner velocities directly backward. That is,

xp = —u’ At, (18)

wherex’, is the location of the departure point relative to the cell corner and the primes denote vectors de-
fined in the cell-corner basis. This approximation is only first-order accurate. The accuracy can be increased
to second-order by correcting the velocity with a midpoint approximation before finding the departure point.



16 Model components

We first estimate the midpoint of the backward trajectafy; = xp,/2, then use an equation like (17)
to transformx), to the appropriate cell-center coordinate system. Next we use a bilinear interpolation to
estimate the velocity atng. In a square2 x 2 grid cell with cornersxy = (—1,—-1), X2 = (1,-1),
x3 = (1,1), andx4 = (—1, 1), the values of any scalar fieltlcan be matched at the cell corners with the
following bilinear approximation:

oL, 9) = i [(1(Z-=1)(H—1) =2+ 1)(H—-1) +¢3(Z+1)(H+1) —a(@ - 1)(5+ 1), (19)

where ¢1, ¢, ¢3, and ¢, are the corner values. To use (19) we must transfern from cell-center
coordinategz, y) into the simplerz, ) coordinate system. Substitutingandy for ¢ in (19), we obtain

2(5,9) = 3 lor(E = 1)~ 1) = 220 + DG~ 1) +a(E + DG + 1) — 24~ (G + 1),
y(.9) = 3= D@1~ D@~ 1)+ 9+ D@+ 1) — palE — DG+ 1)

Recalling that the corner coordinates afe= (—5/2, —W/2),x2 = (5/2,-E/2) x3 = (N/2, E/2), and
x4 = (—N/2,W/2), we can derive expressions forandy:
2cAY

_— 2
v AXAY +0X(2y — 250Y)’ (20)

_— 20AX 21)
YT AXAY +0Y (22— 3§0X)

whereAX = (N +5)/2,AY = (E+W)/2,0X = (N —5)/2,anddY = (E — W)/2. These equations

are nonlinear, sincé andy appear on the right-hand side, but are easily iterated to convergence. Given
the (z, ) coordinates of the midpoint, we apply (19) to the components aifthe cell corners to estimate

the velocity at the midpoint. We transform the midpoint velocity back to cell-corner coordinates using the
inverse of (17), then use the corrected velocity in (18) to find the departure point. With this correction,
departure points for a velocity field varying linearly in space are nearly exact.

3.1.3 Integrating fluxes

Next, we integrate the reconstructed fields over the departure triangles to find the total fluxes of area, volume,
and energy across each cell edge. Area fluxes are easy to compute since the area isdiaedy irGiven
a triangle with vertices; = (z;,v;), i € {1,2,3}, the triangle area is

1

(w2 — 21)(y3 — y1) — (y2 — y1)(w3 — 21)|. (22)
The integrall; of any linear functionf(r) over a triangle is given by

I = Ar f(x0), (23)

wherexy = (z9, yo) is the triangle midpoint,

1 3
Xp = g Z X;. (24)
i=1
To compute the area flux, we evaluate the area at the midpoint,

a(Xo) = ac + azzo + ayyo, (25)
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and multiply by A7. By convention, northward and eastward fluxes are positive, while southward and
westward fluxes are negative.

Equation (23) cannot be used for volume fluxes, because the reconstructed volumes are quadratic func-
tions of position. (They are products of two linear functions, area and thickness.) The integral of a quadratic
polynomial over a triangle requires function evaluations at three points,

3
h="T3f(x (26)

=1

wherex!, = (x¢ + x;)/2 are points lying halfway between the midpoint and the three vertices. [4] use
this formula to compute fluxes of the product’, which is analogous to ice volume. Equation (26) does

not work for ice and snow energies, which are cubic functions—products of area, thickness, and enthalpy.
Integrals of a cubic polynomial over a triangle can be evaluated using a four-point formula [33]:

= Ar ——f Z fx7) (27)

wherex;” = (3x¢ + 2x;)/5.

To evaluate functions at specific points, we must compute many products of the:f&jh(x) and
a(x) h(x) q(x), where each term in the product is the sum of a cell-center value and two displacement
terms. We can speed up the calculation by storing some sums that are used repeatedly. We first compute
weighted ice areas at the four points of the integral formula (27):

ag = —E(aC + ayxo + ayyo),
25
a; = 48(% + azx; + ayy), i € {1,2,3},

where we have dropped the double primes fromxthéNe then define
3
Oaq = Z Qi
i=0
3
Oax = Z Qi T,
i=0
3
Oay = Z a;Yi,
i=0

which we use to compute the volume fluxes:
Oah = Oahe + Oaghy + 0ayhy.

Note thato,, 04, ando,, are used in three different flux calculations: ice volume, snow volume, and
area-weighted surface temperature. Next we define

2
Oagzxz = § a;T;,

Oazy = Zaixiyia
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3
_ 02
Uayy - azyi ’
=0
Oazh = Oazhe + Oazzha + Uaacyhyy
Oayh = Oayhe + Tazyha + dayyhy.

The sumss,,;, ando,,;, are computed separately for ice and snow, whereas the first three sums are inde-
pendent of the material being transported. Each sum is used repeatedly if we have multiple enthalpy layers.
From these sums we compute the energy fluxes:

Oahg = Oahlc + Tazhqz + TayhQy,
thus completing the flux integrals for a given triangle. To compute the total flux across a cell edge we add
the contributions from each triangle.
3.1.4 Updating state variables

Finally, we use these fluxes to compute new values of the state variables in each ice category and grid cell.
The new fractional ice areas,, (i, j) are given by

thi,7) = i) 4 PR Tel T ) 1)~ Pl 29)

whereFg,(i,j) andFy,(i, j) are area fluxes across the east and north edges, respectively,(of gethnd
A(i, 7) is the grid cell area. All fluxes added to one cell are subtracted from a neighboring cell; thus (28)
conserves total ice area.

The new ice volumes and energies are computed analogously. New thicknesses are given by the ratio of
volume to area, and enthalpies by the ratio of energy to volume. Tracer monotonicity is ensured because

h,_anhdA

~ JyadA”
,  JaqahqdA
= andA”

whereh’ andq’ are the new-time thickness and enthalpy, given by integrating the old-time ice area, volume,
and energy over a Lagrangian departure region with dre@hat is, the new-time thickness and enthalpy
are weighted averages over old-time values, with non-negative weigimsah. Thus the new-time values
must lie between the maximum and minimum of the old-time values.

3.2 Transport in thickness space

Next we solve the equation for ice transport in thickness space due to thermodynamic growth and melt,

&4 e =0, (29)
which is obtained from (2) by neglecting the first and third terms on the right-hand side. We use the remap-
ping method of [20], in which thickness categories are represented as Lagrangian grid cells whose bound-
aries are projected forward in time. The thickness distribution fungtismpproximated as a linear function
of h in each displaced category and is then remapped onto the original thickness categories. This method is
numerically smooth (unlike schemes that trg@t) as a set of delta functions) and is not too diffusive. It

can be viewed as a 1D simplification of the 2D incremental remapping scheme described above.
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We first compute the displacement of category boundaries in thickness space. Assume thatrat time
the ice areas," and mean ice thicknesség' are known for each thickness category. (For now we omit
the subscript that distinguishes ice from snow.) We use a thermodynamic model (Section 3.5) to compute
the new mean thicknesség' ™! at timem + 1. The time step must be small enough that trajectories do
not cross; i.e.p ! < h?jf for each pair of adjacent categories. The growth rate at h,, is given
by f, = (k™1 — h™)/At. By linear interpolation we estimate the growth rdte at the upper category

boundaryH,,:

fﬁ+1_‘fﬁ
P%:: n 7 1 fﬂz_'hn-
f +hn+1—hn( )

If a, ora,+1 = 0, F, is set to the growth rate in the nonzero category, ang, i&= a,+1 = 0, we set
F,, = 0. The temporary displaced boundariesfior 1 to N — 1 are given by

H' = H, + F, At

The boundaries must not be displaced by more than one category to the left or right; that is, we require
H,_1 < H} < H,4;. Without this requirement we would need to do a general remapping rather than an
incremental remapping, at the cost of added complexity.

Next we construcy(h) in the displaced thickness categories. The ice areas in the displaced categories
area™t! = o, since area is conserved following the motion in thickness space (i.e., during vertical ice
growth or melting). The new ice volumes ar ™! = (a,h,)™ ! = a™h™ 1. For conciseness, define
Hp = H_, andHr = H; and drop the time index: + 1. We wish to construct a continuous function
g(h) within each category such that the total area and volume attimel area,, andv,, respectively:

Hp
| " gdn=an. (30)
Hyp,
Hp
/ hgdh = v,. (31)
Hyp,

The simplest polynomial that can satisfy both equations is a line. It is convenient to change coordinates,
writing g(n) = g1n + go, Wwheren = h — Hy, and the coefficientg, andg; are to be determined. Then (30)

and (31) can be written as
2

91@ + gonRr = an,

2
3 2
91773}2 +90777R = QpTin,
whereng = Hg — Hy, andn,, = h,, — Hy. These equations have the solution
6a 2
p= "t (). (32)
Up) 3
12a MR
o= (- ). (33)
R
Sincey is linear, its maximum and minimum values lie at the boundaties,0 andng:
6a 2173
9(0) = —* ( - 77n> = 9o, (34)
Ui 3
_ 6ay, MR
9Rr) = —5 M — 5 | - (35)
R 3
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Figure 4: Linear approximation of the thickness distribution funcgoh) for an ice category with left
boundaryH; = 0, right boundaryHr = 1, fractional arear,, = 1, and mean ice thicknegs, = 0.2, 0.4,
0.6, and 0.8.

Equation (34) implies thaj(0) < 0 whenn,, > 2nr/3, i.e., whenh,, lies in the right third of the thickness
range(Hy, Hr). Similarly, (35) implies thay(nr) < 0 whenn,, < ngr/3, i.e., whenh,, is in the left third

of the range. Since negative valuesyadre unphysical, a different solution is needed whegries outside
the central third of the thickness range.hlf is in the left third of the range, we define a cutoff thickness,
He = 3h, — 2Hj, and sely = 0 betweenH and Hr. Equations (32) and (33) are then valid with
redefined adio — Hy. And if h,, is in the right third of the range, we defidé- = 3h, — 2Hgr and set

g = 0 betweenH, and H¢. In this case, (32) and (33) apply witly = Hr — Hc andn,, = h,, — H¢.

Figure 4 illustrates the linear reconstructiongofior the simple case#l;, = 0, Hg = 1, a,, = 1, and
h, = 0.2, 0.4, 0.6, and 0.8. Note thatslopes downwardgf < 0) whenh,, is less than the midpoint
thickness(Hy, + Hr)/2 = 1/2, and upward whe,, exceeds the midpoint thickness. Fgy = 0.2 and
0.8,¢9 = 0 over part of the range.

Finally, we remap the thickness distribution to the original boundaries by transferring area and volume
between categories. We compute the ice dea and volumeAw,, between each original boundal, and
displaced boundar¥f:. If H} > H,, ice moves from categonyton + 1. The area and volume transferred
are

H,
Aa, = / gdh, (36)

"
Av, = / hgdh. (37)
Hy

If H < Hpy, ice area and volume are transferred from categosy 1 to n using (36) and (37) with the
limits of integration reversed. To evaluate the integrals we change coordinates foom= h — H;,, where
Hjy is the left limit of the range over whickh > 0, and writeg(n) using (32) and (33). In this way we obtain
the new areas,, and volumes,, between the original boundariés, | and H,, in each category. The new
thicknesses,, = v, /a,, are guaranteed to lie in the rang¥,,_1, H,). If ¢ = 0 in the part of a category
that is remapped to a neighboring category, no ice is transferred.

Other conserved quantities are transferred in proportion to the ice valpe (We now use the
subscriptsi and s to distinguish ice from snow.) For example, the transferred snow volumejs =
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vsn (Avin /vin), @nd the transferred ice energy in layeis Ae;nr = €ink (Avin/vin)-

The left and right boundaries of the domain require special treatment. If ice is growing in open water at a
rate Fy, the left boundary is shifted to the right byry At beforeg is constructed in category 1, then reset
to zero after the remapping is complete. New ice is then added to the grid cell, conserving area, volume, and
energy. If ice cannot grow in open water (because the ocean is too warm or the net surface energy flux is
downward),H is fixed at zero, and the growth rate at the left boundary is estimatég asf;. If F, < 0,
the area of ice thinner thaf\hy = —FyAt is added to the open water areg leaving the ice and snow
volume and energy unchanged. The area of new open water is

Ahg
Aag = / gdh.
Jo

The right boundaryH iy is not fixed but varies witthy, the mean ice thickness in the thickest category.
Givenhy, we setH y = 3hy — 2Hy_1, which ensures that(h) > 0 for Hy_; < h < Hy andg(h) =0
for h > Hy. No ice crosses the right boundary.

If the ice growth or melt rates in a given grid cell are too large, the thickness remapping scheme will
not work. Instead, the thickness categories in that grid cell are treated as delta functions following [1], and
categories outside their prescribed boundaries are merged with neighboring categories as needed. For time
steps of less than a day and category thickness ranges of 10 cm or more, this simplification is needed rarely,
if ever.

3.3 Mechanical redistribution

The last term on the right-hand side of (2)iswhich describes the redistribution of ice in thickness space

due to ridging and other mechanical processes. The mechanical redistribution scheme in CICE is based
on [34], [27], [11], and [8]. This scheme converts thinner ice to thicker ice and is applied after horizontal
transport. When the ice is converging, enough ice ridges to ensure that the ice area does not exceed the grid
cell area.

First we specify the participation function: the thickness distributigiih) = b(h) g(h) of the ice
participating in ridging. (We use “ridging” as shorthand for all forms of mechanical redistribution.) The
weighting functionb(h) favors ridging of thin ice and closing of open water in preference to ridging of
thicker ice. Following [34], we set

b(h) = { 21—y it Gh) < G

0 otherwise

whereG(h) is the fractional area covered by ice thinner thaandG* is an empirical constant. Integrating
ap(h) between category boundari&s,_; and H,,, we obtain the mean value af> in categoryn:

anl + Gn>

2
app, = @(Gn - Gn—l) <1 - 2G*

(38)
whereap, is the ratio of the ice area ridging (or open water area closing) in categtmythe total area
ridging and closing, andr,, is the total fractional ice area in categories Qo Equation (38) applies to
categories with,, < G*. If G,,_1 < G* < G, (38) is valid withG* replacingG,,, and ifG,,_1 > G,
thenap, = 0. If the open water fractiong > G*, no ice can ridge, because “ridging” simply reduces the
area of open water. As in [34] we s&t = 0.15.

Thin ice is converted to thick ridged ice in a way that reduces the total ice area while conserving ice
volume and energy. Following [11], ridging ice of thickngss forms ridges whose area is distributed
uniformly between™® = 2h,, and H™** = 2/H*h,,. The default value of7* is 25 m. The ratio of the
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mean ridge thickness to the thickness of ridging ick,is= (H™" + H™X)/(2h,,). If the area of category
n is reduced by ridging at the ratg, the area of thicker categories grows simultaneously at the-sdfs, .
Thus thenetrate of area loss due to ridging of ice in categeris r,(1 — 1/k,,). The ridged ice area and
volume are apportioned among categories in the thickness (d@ige, H2*). The fraction of the new
ridge area going to category is

area __ HR — HL

nm. JHmax _ [fmin’
n n

whereH;, = max(H,,—1, H™) and Hg = min(H,,, H?*). The fraction of the ridge volume going to
categorym is

(39)

vol __ (HR)2 - (HL)2 (40)
M (Hpe)? — (Hypin)2
Ice energy is transferred between categories in proportion to ice volume. Snow volume and energy are
transferred in the same way, except that a fraction of the snow may be deposited in the ocean instead of
added to the new ridge.
Define Ry = zﬁygo rn, and letR,; be the net rate of area loss for the ice pack (i.e., the rate of open
water area closing, plus the net rate of ice area loss due to ridging). These rates are related by

No 1
Ryet = |apo + Z apn <1 - ]{}) Ryt (41)
n=1 n
Following [8], Ryt is given by
Cs )
Ryet = 7(A —|Dp|) — min(Dp,0), (42)

where( is the fraction of shear dissipation energy that contributes to ridge-buildipgis the divergence
and A is a function of strain rates, both computed by the dynamics scheme. We follow [8] in setting
Cs = 0.5. Given R, from (42), we use (41) to compufe,... Then the area ridged in categotys given

by a,,, = r,At, wherer,, = ap, Riot. The area of new ridges is.,/k,, and the volume of new ridges is
arnhy, (Since volume is conserved during ridging). We remove the ridging ice from categaorg use (39)

and (40) to redistribute the ice among thicker categories.

Occasionally the ridging rate in a given thickness category may be large enough to ridge all the area in
that category during a time interval less than In this caseR; is reduced to the value that exactly ridges
an areau,, during At. After each ridging iteration, the total fractional ice atgé computed. Ifz; > 1, the
ridging is repeated with a value &, sufficient to yielda; = 1.

The ice strength® may be computed in either of two ways. If the namelist paranieterength = 0,
the strength is given by ([10]):

P = P*hexp[—C(1 — a;)], (43)

whereP* = 27,500 N/m andC' = 20 are empirical constants ands the mean ice thickness. Alternatively,
settingkstrength = 1 gives an ice strength closely related to the ridging scheme. Following [27], the
strength is assumed proportional to the change in ice potential edeflyy per unit area of compressive
deformation. Given the ridge thickness distribution assumed above, we have

Ne max < mina
SRS laP” B2 4 O ((Hn )* — (Hy; )5>] ’ (44)

kn 3(H7rznax - Hglin)

n=1

whereCp = (9/2)(pi/ pw)(Pw — pi), B = Riot/Ruet > 1 from (41), andC is an empirical parameter that
accounts for frictional energy dissipation. Following [8], weGgt= 17. The first term in the summation is
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the potential energy of ridging ice, and the second, larger term is the potential energy of the resulting ridges.
The factor ofg > 1 is included becausep,, is normalized with respect to the total area of ice ridging, not

the net area removed. Recall that we must ridge more than one unit area of ice to reduce the net ice area by
one unit.

The energy-based ice strength given by (44) is generally considered more physically realistic than the
strength given by (43). However, use of (44) can generate large, unphysical ice thicknesses, strengths
and velocities in regions of fine grid resolution and strong convergence. These large values result from
a numerical instability associated with the B-grid and viscous-plastic-type dynamics. One way to avoid
the instability is simply to sekstrength = 0. Another way is to smooth the strength field by setting
ksmooth = 1 in the namelist. This smoothing damps the instability by averaging the strength in each grid
cell with the values in the four nearest neighbors. However, the smoothing has not been fully tested, and we
are studying other ways to make the dynamics-ridging-strength scheme more stable.

3.4 Dynamics

The elastic-viscous-plastic (EVP) model represents a maodification of the standard viscous-plastic (VP)
model for sea ice dynamics [10]. It reduces to the VP model at time scales associated with the wind forcing,
while at shorter time scales the adjustment process takes place by a numerically more efficient elastic wave
mechanism. While retaining the essential physics, this elastic wave modification leads to a fully explicit
numerical scheme which greatly improves the model's computational efficiency.

The EVP sea ice dynamics model is thoroughly documented in [13], [12], [14] and [15]. Simulation
results and performance of this model have been compared with the VP model in realistic simulations of the
Arctic [16]. Here we summarize the equations and direct the reader to the above references for details. The
numerical implementation in this code release is that of [14] and [15].

The force balance per unit area in the ice pack is given by a two-dimensional momentum equation [10],
obtained by integrating the 3D equation through the thickness of the ice in the vertical direction:

m%‘;:v-a+fa+fw+z}><mfu—mgVHo, (45)

wherem is the combined mass of ice and snow per unit areargrahd7,, are wind and ocean stresses,
respectively. The strength of the ice is represented by the internal stressdgnsmd the other two terms
on the right hand side are stresses due to Coriolis effects and the sea surface slope. The parameterization
for the wind and ice-ocean stress terms must contain the ice concentration as a multiplicative factor to be
consistent with the formal theory of free drift in low ice concentration regions. A careful explanation of the
issue and its continuum solution is provided in [15] and [3].

For convenience we formulate the stress tensor terms ofoy = o011 + 092, 09 = 011 — 099, and
introduce the divergencé)p, and the horizontal tension and shearing strain rddg@sand Dg respectively.
The internal stress tensor is determined from a regularized version of the VP constitutive law,

1900y o1 P

o o 2 p 4
Eot Tac o D: (46)
1 doy o9
_G 2 47
E ot 27 . (“7)
1do12 o012 1
R R (48)

where

Dp = €11+ éo, (49)
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Dr = €11 — éa, (50)
Ds = 2é9, (51)
. 1 8ui+8uj
= 9\ 0z, 0z )’
P
C - ﬁ>
_ P
= 2Ae?’
1 1/2
_ 2 2 2
A = [DD+€2(DT+DS)} :

and P is a function of the ice thickness and concentration, described in Section 3.3. The dynamics compo-
nent employs a “replacement pressure” (see [9], for example), which serves to prevent residual ice motion
due to spatial variations d? when the rates of strain are exactly zero.

Several changes have been made to the EVP model since the original release. In the earlier version,
the viscosities were held fixed while the stress and momentum equations were subcycled with the smaller
time stepdte . The reason for implementing the EVP model in this way was to reproduce the results of
the original VP model as closely as possible. When solved with time steps of several hours or more, the
VP model suffers a linearization error associated with the viscosities, which are lagged over the time step
[12]. This led to principal stress states that were widely scattered outside the elliptical yield curve in both
models [16]. We have addressed this problem by updating the viscosities during the subcycling, so that the
entire dynamics component is subcycled within the time dtepTaken alone, this change would require
an increased number operations to compute the viscosities.

However, the new dynamics component is roughly as efficient as the earlier version due to a change in
the definition of the elastic parametet E is now defined in terms of a damping timescaldor elastic
wavesAt, < T < At, as

¢
E=2
T?

whereT = E,At andE, (eyc ) is a tunable parameter less than one, as before. The stress equations (46—48)
become
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All coefficients on the left-hand side are constant exceptipowhich changes only on the longer time
stepAt. This modification compensates for the decreased efficiency of including the viscosity terms in the
subcycling. (Note that the viscosities do not appear explicitly.) Choices of the parameters used t&' define
T andAt, are discussed in Section 4.4.

A different discretization of the stress teriis;; /0x; in the momentum equation is now used, which
enabled the discrete equations to be derived from the continuous equations written in curvilinear coordi-
nates. In this manner, metric terms associated with the curvature of the grid were incorporated into the
discretization explicitly. We no longer use a “triangle discretization,” in which the strain rates and stresses
were constant over each of four subtriangles within each grid cell, and instead use a bilinear approximation
for the velocities and stresses. Details pertaining to the spatial discretization are found in [14].
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The momentum equation is discretized in time as follows. First, for clarity, the two components of (45)
are

. HO
m((?;; - a;;jjlj + Taz + @iCwpw |Uw — 0| [(Uw — u) cos 0 — (Vi — v) sinbl] + m fv — mgaax ’

. HO
mgq; = a;jj + Tay + GiCwPw ‘Uw - u| [(Uw - u) sing — (Vw o U) cos 0] N mfu B mgaay ‘

In the codeyvrel = ajcupw |Uw — uF|, wherek denotes the subcycling step. The following equations
illustrate the time discretization and define some of the other variables used in the code.

doit! oM,
(% + vrel cos 9) uF T —(mf + vrelsin @) vF ! = %j + Tow — mg——~ +vrel (U, cos — V,, sinb) +%uk,
ccb —_— T waterx
cca strintx forcex
E+1
m 005 0H, . m
Lsin0) u* 1+ (1 + vrelcosd) ot = —2 - 1 (U, sin 0 + V,, cos ) +~-0",
(mf 4 vrelsind)u™ "+ s +vrelcosf v 2, + Toy — Mg pe +vrel (Uy sinf + V,, cos >+Atv
ccb S—— v watery
cca strinty forcey
andvrel -waterx(y) = taux(y) . We solve this system of equations analytically #r! andv*+1.

When the subcycling is finished for each (thermodynamic) time step, the ice-ocean stress must be con-
structed fromaux(y) and the terms containingel on the left hand side of the equations. This is done
in subroutineevpfinish

3.5 Thermodynamics

The thermodynamic sea ice model is based on [24] and [2], and is described more fully in [19]. For each
thickness category the model computes changes in the ice and snow thickness and vertical temperature
profile resulting from radiative, turbulent, and conductive heat fluxes. The ice has a temperature-dependent
specific heat to simulate the effect of brine pocket melting and freezing.

Each thickness categoryin each grid cell is treated as a horizontally uniform column with ice thickness
hin = vin/ain and snow thickness,,, = v, /ai,. (Henceforth we omit the category inde® Each column
is divided intoN; ice layers of thicknesAh; = h;/N; and, if snow is present, a single snow layer. (We may
allow for multiple snow layers in future versions of CICE.) The surface temperature (i.e., the temperature
of ice or snow at the interface with the atmosphere)is which cannot exceed’C. The temperature at
the midpoint of the snow layer iE;, and the midpoint ice layer temperatures &g wherek ranges from
1to V;. The temperature at the bottom of the ice is held'atthe freezing temperature of the ocean mixed
layer. All temperatures are in degrees Celsius unless otherwise specified.

The vertical salinity profile is prescribed and is unchanging in time. The snow is assumed to be fresh,
and the midpoint salinitys;; in each ice layer is given by

Sik = 1S [1 — cos(mz{5+) 52
ik o Pmax Tz )]7 ( )

wherez = (k — 1/2)/N;, Smax = 3.2 psu, anda = 0.407 andb = 0.573 are determined from a least-
squares fit to the salinity profile observed in multiyear sea ice by [28]. This profile variesSfreri at the
top surface { = 0) to S = Spax at the bottom surface: (= 1) and is similar to that used by [24]. Equation
(52) is fairly accurate for ice that has drained at the top surface due to summer melting. It is not a good
approximation for cold first-year ice, which has a more vertically uniform salinity because it has not yet
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drained. However, the effects of salinity on heat capacity are small for temperatures well below freezing, so
the salinity error does not lead to significant temperature errors.

Each ice layer has an enthalpy, defined as the negative of the energy required to melt a unit volume
of ice and raise its temperature @C. Because of internal melting and freezing in brine pockets, the
ice enthalpy depends on the brine pocket volume and is a function of temperature and salinity. Since the
salinity is prescribed, there is a one-to-one relationship between temperature and enthalpy. We can also
define a snow enthalpy, which depends on temperature alone. Expressions for the enthalpy are derived in
Section 3.5.3.

Given surface forcing at the atmosphere-ice and ice-ocean interfaces along with the ice and snow
thicknesses and temperatures/enthalpies at timéhe thermodynamic model advances these quantities
to timem + 1. The calculation proceeds in two steps. First we solve a set of equations for the new temper-
atures, as discussed in Section 3.5.2. Then we compute the melting, if any, of ice or snow at the top surface,
and the growth or melting of ice at the bottom surface, as described in Section 3.5.3. We begin by describing
the surface forcing parameterizations, which are closely related to the ice and snow surface temperatures.

3.5.1 Thermodynamic surface forcing

The net energy flux from the atmosphere to the ice (with all fluxes defined as positive downward) is
Fo=Fs+ Fy+ Fp| + Fry + (1 = a)(1 — o) Fsw,

whereF is the sensible heat flux; is the latent heat fluxk is the incoming longwave fluxt; is the
outgoing longwave fluxFs,, is the incoming shortwave flux; is the shortwave albedo, aiglis the fraction
of absorbed shortwave flux that penetrates into the ice.

The albedo depends on the temperature and thickness of ice and snow and on the spectral distribution
of the incoming solar radiation. Albedo parameters have been chosen to fit observations from the SHEBA
field experiment. Foflyy < —1°C andh; > 0.5 m, the bare ice albedo is 0.78 for visible wavelengths
(< 700nm) and 0.36 for near IR wavelengths (700 nm). As h,; decreases froM.5 m to zero, the ice
albedo decreases smoothly (using an arctangent function) to the ocean albedo, 0.06. The ice albedo in both
spectral bands decreases by 0.073 gagises from—1°C to 0°C. The albedo of cold snowl{; < —1°C)
is 0.98 for visible wavelengths and 0.70 for near IR wavelengths. The visible snow albedo decreases by 0.10
and the near IR albedo by 0.15 &g increases from-1°C to 0°C. The total albedo is an area-weighted
average of the ice and snow albedos, where the fractional snow-covered area is

h

fsnow =7 3
hs + hsnowpatch

andhgnoupatcr, = 0.02 m. The envelope of albedo values is shown in Figure 5.

The net absorbed shortwave flux #8,.5s = >.(1 — «;)Fs, |, Where the summation is over four
radiative categories (direct and diffuse visible, direct and diffuse near infrared). The flux penetrating into
the ice isly = iy Fisyaps, Whereig = 0.70 (1 — fsnow) foOr visible radiation and, = 0 for near IR. Radiation
penetrating into the ice is attenuated according to Beer's Law:

I(z) = Iy exp(—kiz), (53)

where!(z) is the shortwave flux that reaches deptheneath the surface without being absorbed,ans
the bulk extinction coefficient for solar radiation in ice, set tom ! for visible wavelengths [7]. A fraction
exp(—r;h;) of the penetrating solar radiation passes through the ice to the aEgay).(

While incoming shortwave and longwave radiation are obtained from the atmosphere, outgoing long-
wave radiation and the turbulent heat fluxes are derived quantities. Outgoing longwave takes the standard
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Figure 5: Albedo as a function of ice thickness and temperature, for the two extrema in snow depth. Max-
imum snow depth is computed based on Archimedes’ Principle for the given ice thickness. These curves
represent the envelope of possible albedo values.

4
blackbody form,Fr; = eo (Tsff() , Wheree = 0.95 is the emissivity of snow or icey is the Stefan-

Boltzmann constant armj]f is the surface temperature in Kelvin. The sensible heat flux is proportional to
the difference between air potential temperature and the surface temperature of the snow or snow-free ice,

Fy=Cy (0, - TY).

C;s andC; (below) are nonlinear turbulent heat transfer coefficients described in Section 2.1. Similarly, the
latent heat flux is proportional to the difference betwégnand the surface saturation specific humidity

Qs
F = C(Qa—Qy),
Qs = (q1/pa)exp(—a2/TY5),
whereq, = 1.16378 x 107 kg/m?, go = 5897.8 K, T’} is the surface temperature in Kelvin, apdis the

surface air density.
The net downward heat flux from the ice to the ocean is given by [23]:

Foot = —puwCuwCpix (Tw - Tf)a (54)

where p,, is the density of seawatet,, is the specific heat of seawatef, = 0.006 is a heat transfer
coefficient,u,. = \/|Tw| /pw is the friction velocity, andl’,, is the sea surface temperature. The minimum
value ofu, depends on whether the model is run coupled; lack of currents in uncoupled runs mean that not
enough heat is available to melt ice in the standard formulation. In this release we.haye= 5 x 1073

for coupled runs and x 10~2 for uncoupled runs.

3.5.2 New temperatures

Given the temperaturds?, 77", andT};’ attimem, we solve a set of finite-difference equations to obtain the
new temperatures at time + 1. Each temperature is coupled to the temperatures of the layers immediately
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above and below by heat conduction terms that are treated implicitly. For example, the rate of ctigpge of
depends on the new temperatures in layers1, k, andk + 1. Thus we have a set of equations of the form

Ax = b, (55)

whereA is a tridiagonal matrixx is a column vector whose components are the unknown new temperatures,
andb is another column vector. GiveA andb, we can computs with a standard tridiagonal solver.
There are four general cases: {1) < 0°C, snow present; (2Jy; = 0°C, snow present; (3Jy < 0°C,
snow absent; and (4);; = 0°C, snow absent. For case 1 we have one equation (the top row of the matrix)
for the new surface temperature, one equation (the second row) for the new snow temperatife, and
equations (the remaining rows) for the new ice temperatures. For cases 2 and 4 we omit the equation for the
surface temperature, which is held)atC, and for cases 3 and 4 we omit the snow temperature equation.
The rate of temperature change in the ice interior is given by [24]:
pici% = % <k:z8;j> — %[IO exp(—k;z)], (56)
wherep; = 917 kg/m? is the sea ice density (assumed to be unifor()I’, S) is the specific heat of sea
ice, k;(T, S) is the thermal conductivity of sea icé, is the flux of penetrating solar radiation, attenuated
with extinction coefficient; (see previous section), ards the vertical coordinate, defined to be positive
downward withz = 0 at the top surface. The specific heat of sea ice is given to an excellent approximation
by [26]
LU,U,S
T2’
wherecy = 2106 J/kg/deg is the specific heat of fresh ice 8tC, Ly = 3.34 x 10° J/kg is the latent
heat of fusion of fresh ice & C, andu = 0.054 deg/psu is the ratio between the freezing temperature and
salinity of brine. Following [35], the thermal conductivity is given by
ki(T,S) = ko + % (58)
whereky = 2.03 W/m/deg is the conductivity of fresh ice apd= 0.13 W/m/psu is an empirical constant.
The corresponding equation for the temperature change in snow is

LD (01
pssat—az "0z )’

¢i(T,5) = co+ (57)

(59)

wherep, = 330 kg/m? is the snow density (also assumed uniform)= cy is the specific heat of snow,
andks = 0.30 W/m/deg is the thermal conductivity of snow. Penetrating solar radiation is neglected in (59)
because most of the incoming sunlight is absorbed near the top surface when snow is present.

We now convert (56) and (59) to finite-difference form. The resulting equations are second-order ac-
curate in space, except possibly at material boundaries, and first-order accurate in time. Before writing the
equations in full we give finite-difference expressions for some of the terms.

First consider the terms on the left-hand side of (56) and (59). We write the time derivatives as

or Tmtl_qm
ot At
whereT is the temperature of either ice or snow. The specific heat of ice laigeapproximated as

LopSi

Ok 60
TR T ©9

Cik, = Co +
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which ensures that energy is conserved during a change in temperature. This can be shown by using (57) to
integratec; d1" from 77} to TZ.’,?“; the result is:ik(Ti’ZL+1 —T}), wherec;, is given by (60). Unfortunately,
the specific heat is a nonlinear function B!, the unknown new temperature. We can retain a set of
linear equations, however, by initially guessiﬁg”rl = T} and then iterating the solution, updatiiTQ‘+1
in (60) with each iteration until the solution converges.

Next consider the first term on the right-hand side of (56): the heat diffusion term. In the ice interior
(layers 2 toN; — 1) this term is discretized as

a< an) | [ki,k(Tﬁﬂ—Ti?“) ki (T = T

92 \""oz ) T Ah; Ah; B Ah; ’ (61)

where k;;, is the thermal conductivity at the upper boundary of lager The approximation in (61) is
spatially centered and second-order accurate. We can write similar expressions for heat diffusion in the
top and bottom ice layers and the snow layer, as shown below. Note that the conduction terms are treated
implicitly; that is, they depend on the temperatures at the newsimed . The resulting scheme is first-order
accurate in time and unconditionally stable.

Using (58), we approximatk; in the ice interior (at the upper boundary of layers 2\{9 as

B (Sik—1 + Sik)

ki = ko +
R A

Since the conductivity does not depend as strongly on temperature as does the specific heat, Wg define
in terms of the ice temperatures at time Thus the conductivity does not have to be updated with each
iteration. At the bottom surface we have

ﬂSmaX

kini1=k
i, N;+1 o+ T;

The conductivity at the top ice surfadg;, depends on whether snow is present. If there is no snow, we set

BSi1

kai=k .
i1l o+ T,Zrln

(We avoid definingc;; in terms ofT; because then it would be undefined Tgf = 0.) If snow is present
we assume a continuous heat flux across the ice-snow interface:

kAlTiT_TZZLLt _ e L — T
“Ah/2 ' hg/2

whereT;,, is the interface temperature. Solving f6f),, we can show that this heat flux is equivalent to

T - Ty

S

Kint 75>
"(Ah; + hy)/2
wherek,,:, the equivalent conductivity at the interface, is defined as

kirks(Ah; + hg)
hskip + Ahks

kint =

Finally, consider the second term on the right in (56). From (53), the fraction of the penetrating solar
radiation/, transmitted through layer without being absorbed is

T, = exp(—kikAh;).
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Thus the flux absorbed in layéris
Qr = Io(Th—1 — %)
The flux absorbed per unit ice thicknes€jg/Ah;, the desired finite-difference approximation to

—aaz[lo exp(—k;z)].

We now construct a system of equations for the new temperatures. (The reader uninterested in algebraic
details may prefer to skip to the next section.) We begin at the surface and work down. ForEgse D{C

and snow present), we require
Fy = Fgu, (62)

whereF, is the conductive flux from the top surface to the ice interior, and both fluxes are evaluated at time
m + 1. Although Fy is a nonlinear function df'y¢, we can make the linear approximation

dry \ "
R =y + <dTO> (T = T3),
sf

whereT7; is the surface temperature from the most recent iterationfgrahd (dFy/dT )" are functions
of T¢;. We initialize T3, = T¢¢ and update it with each iteration. Thus we can rewrite (62) as

. (dR .
Fy+ |50 | (@t —T) = KT — 1Y,
dTsf

whereK = 2k, /hs. Rearranging terms, we obtain

iy \* iy \"
— K | TP 4 K, = Y 63
[(de1‘> ] o TR dTy ) % (©3)

the first equation in the set of equations (55).
Continuing with case 1, we write the equation for the chandgin

(Tsm—H B Tsm) 1 m~+1 m—+1 m+1 m+1
pres—t— = KT = T = Ko (17 = T ) (64)
s

whereK,; = 2k /(Ah; + hs). In tridiagonal matrix form (64) becomes
_nsKsT;?-i_l + [1 + ns(Kint + Ks)]Tstrl - nsKinth‘T-i_l = Tsmv (65)

wherens = At/(pscshs).
The ice equations for the top layer, the interior layers (&fc- 1), and the bottom layer, respectively,
are

(TZ'TJFI — T‘HL) 1 m—+1 m+1 m—+1 m—+1
pici1 A = ap BT = THT) = Kap(TH = Tip™) + Qul,
(2
Tt _m 1
Picz'k;( = A7 i) Ny [Kik(lﬂfll — T — K o (T — Tzniill) + Qkl,
1
(LR =T 1 1 1
picin—= A7 : = Ahi{Kz’N(ﬂ?ﬁ—l - TN -

Kin (TR = Tp) + (T = Tl + Qi)
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where K, = kii/Ah; and N = N,;. The coefficientsy; = 3 and~y, = —1/3 provide one-sided second-
order spatial accuracy at the bottom surface; they are found from a Taylor series expangiohl ofat
z = h;. Rearranging terms, we obtain

it K it T+ 14 0y (K + Ki)|T — i Ko Tiy ™ = T 4 0 Q1 (66)

—kaikTﬂfll + (14 (K + K g )] T — kai,kHTZZfl =T 4+ niQr, (67)
—nin (Ko v = V2K v+ )TN+ 1+ minv (Kan + 71 K v Tt =
miNnKi Ny1(m + )Ty + Tin + nin@n, (68)
Wherenik = At/(pZCZkAhl)
Next consider case Z(; = 0°C and snow present). Sin@gy is fixed, there is no surface flux equation.
The new snow temperature is given by (64), but with the unkrﬁﬁ@}fﬁ1 replaced byl'y; = 0°C. In matrix

form we have
(14 s (Kint + K )T — s Kig TP = 0 KTy + T2 (69)

The ice equations for case 2 are the same as for case 1: (66), (67), and (68).
For case 37y < 0°C and snow absent) the surface temperature equation is of the form (62), but we
use a second-order accurate expressiodTotdz at z = 0:

dFy \" .
Iy + (de> (T = T3) = Ka[m (T = TP + (T = 15,
S

This gives the matrix equation

i \*
- K;
Kdef) 1(y1 +72)

The equation foff;; in case 3 is

dF,
Ty

TEH + nKa TP + 1 Ka Tyt = ( ) v~ Fo- (70)

(TiT—H — Tqu) 1 m+1 m+1 m+1 m+1 m+1 m+1
picit A7 = A Babn(Ty™ =T ™) +e(Ty™ - T )] - Ke(T™ - T™ ) + Q.
i

Rearranging terms, we find
—nin K (71 + ’Yz)T;?H + [+ na (Kig + 1K) T — min (Kig — 72 KTyt = T 40 Q1. (71)

Equation (70) include§; ™! and therefore gives an unwanted matrix term two places to the right of the
main diagonal. We eliminate this term by making the substitution

Ry — caR1 — c1Ro,

whereR; is the first matrix row,R; is the second row, and = v, K;; andce = —n;1 (K2 — 12 K1) are
the coefficients muItipIyingTQ”‘*1 in rows 1 and 2, respectively. The other ice layer equations for case 3 are
(67) and (68).
Finally, for case 47y = 0°C and snow absent) we have the top ice layer equation
(Tt -1 _ 1

piCi1 Al = Ah'Kil[’Yl (Tyy — TP 4+ 72(Ty — Tiy ™)) — Kn(T7 — T + Q1.
i
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which can be rewritten as
1+ na (K + K)]TH 4+ min (72K — Ki) T = ninKin (v +v2)Top + Ti7 + 11 Qa. - (72)

The remaining ice layer equations are (67) and (68), as with the other three cases.

This completes the specification of the matrix equations for the four cases. We compute the new tem-
peratures using a tridiagonal solver. After each iteration we check to see whether the following conditions
hold:

1. Ty <0°C.
2. The change i, since the previous iteration is less than a prescribed Iidilf,, ..
3. Fy > Fy. (If Fy < F, ice would be growing at the top surface, which is not allowed.)

4. The rate at which energy is added to the ice by the external fluxes equals the rate at which the internal
ice energy is changing, to within a prescribed lIif}, ..

We also check the convergence ratdpf. If T is oscillating and failing to converge, we average temper-
atures from successive iterations to improve convergence. When all these conditions are satisfied—usually
within two to four iterations forA T}, = 0.01°C andA F,,,q. =~ 0.01 W /m2—the calculation is complete.

3.5.3 Growth and melting

We first derive expressions for the enthalpyl'he enthalpy of snow (or fresh ice) is given by
QS(T) = _ps(_COT + LU)'

Sea ice enthalpy is more complex, because of brine pockets whose salinity varies inversely with temperature.
The specific heat of sea ice, given by (57), includes not only the energy needed to warm or cool ice, but also
the energy used to freeze or melt ice adjacent to brine pockets. Equation (57) can be integrated to give the
energyd. required to raise the temperature of a unit mass of sea ice of saifiogm 7" to 7":

1 1
5e(T, T') = co(T' — T) + LopS (T - T,> .

If we letT’ = T,,, = —uS, the temperature at which the ice is completely melted, we have

5e(T, T) = co(Th — T) + Lo (1 - 7;2”) .

Multiplying by p; to change the units fromh/kg to J/m? and adding a term for the energy needed to raise
the meltwater temperature @6C, we obtain the sea ice enthalpy:

qi(T,S) = —p; |co(T, — T) + Lo (1 - 1;”) - Cme} (73)

Note that (73) is a quadratic equationZh Given the layer enthalpies we can compute the temperatures
using the quadratic formula:

—b— Vb2 —4dac
2a ’

T =
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where
a = (g,
qi
b = (cw—co)Tm —— — Ly,
Pi
c = L()Tm

The other root is unphysical.
Melting at the top surface is given by

. (F() — Fct) At if Fy > Fuy
q0h = { 0 otherwise (74)
whereq is the enthalpy of the surface ice or snow layer (recall hat0) anddh is the change in thickness.

If the layer melts completely, the remaining flux is used to melt the layers beneath. Any energy left over
when the ice and snow are gone is added to the ocean mixed layer. Ice cannot grow at the top surface, but
new snow can fall. Snowfall is added at the end of the thermodynamic time step.

Growth and melting at the bottom ice surface are governed by

qoh = (Fcb - Fbot) At, (75)
whereF;; is given by (54) and’,; is the conductive heat flux at the bottom surface:
ki N1
Ah;

If ice is melting at the bottom surface,in (75) is the enthalpy of the bottom ice layer. If ice is growing,
is the enthalpy of new ice with temperatufg and salinityS,,... This ice is added to the bottom layer.

If the latent heat flux is negative (i.e., latent heat is transferred from the ice to the atmosphere), snow or
snow-free ice sublimates at the top surface. If the latent heat flux is positive, vapor from the atmosphere is
deposited at the surface as snow or ice. The thickness change of the surface layer is given by

Fyp = (Vi(Tinv — T) + v2(Ti,n—1 — 1))

(pLy — q)0h = FiAt, (76)

wherep is the density of the surface material (snow or ice), &pd= 2.501 x 10° J /kg is the latent heat of
vaporization of liquid water &1°C. Note thatpL, is nearly an order of magnitude larger than typical values
of ¢q. For positive latent heat fluxes, the deposited snow or ice is assumed to have the same enthalpy as the
existing surface layer.

After growth and melting, the various ice layers no longer have equal thicknesses. We therefore adjust
the layer interfaces, conserving energy, so as to restore layers of equal thiddnessh; /N;. This is done
by computing the overlapy,,, of each new layek with each old layern;:

My = MIN(2n, 2);) — MAX (21, k1),

wherez,, andz; are the vertical coordinates of the old and new layers, respectively. The enthalpies of the
new layers are

1 i
dr = Ahl Z_ Nemqm -
m=1

At the end of the time step we check whether the snow is deep enough to lie partially below freeboard
(i.e., below the surface of the ocean). From Archimedes’ principle, the base of the snow is at freeboard when

chz + pshs = pwhi'



34 Numerical implementation

Thus the snow base lies below freeboard when

(pw — pi)hi
Ps

h* =h, — > 0.

In this case we raise the snow base to freeboard by converting some snow to ice:

ohs = P )
Pw
sh*

hy = P2
Pw

In rare cases this process can increase the ice thickness substantially. For this reason we postpone snow-ice
conversions until after the remapping in thickness space (Section 3.2), which assumes that ice growth during
a single time step is fairly small.

4 Numerical implementation

CICE is written in fixed-format FORTRAN90 and runs on UNIX host platforms, including SGI Origin
3000 (OS) = IRIX64 below), SGI Altix Linux), IBM Power4 @AIX) and Cray X1 UNICOS). The code

is parallelized via grid decomposition with MPI. The code has been optimized for vector architectures and
tested on Fujitsu VPP 5000, Cray X1, and NEC platforms.

A second, “external” layer of parallelization involves message passing between CICE and the flux cou-
pler, which may be running on different machines in a distributed system. The parallelization scheme for
CICE was designed so that MPI could be used for the coupling along with either OpenMP or MPI (or nei-
ther) internally. The internal parallelization method is set at compile time witlBtN&YPE definition in
the make scripts for the stand-alone model. Message passing between the ice model and the flux coupler is
accomplished with MPI, regardless of the type of internal parallelization used for CICE. OpenMP directives
have been removed from this version of CICE.

4.1 Directory structure

The present code distribution includes make files, several scripts and some input files. The main directory
is cice/, and a run directoryr(ndir ) is created upon initial execution of the scrq@mp.ice. One year of
atmospheric forcing data is also available from the code distribution web site (s&E&kieME file for

details).

cice/
README _v3.1 basic information
bld/ makefiles

Macros.(OS) macro definitions for the given operating system, usebiefile.(OS)
Makefile.(OS) primary makefile for the given operating systefst@) works for most systems)
makedep.c perl script that determines module dependencies

clean ice script that removes files from the compile directory

comp._ ice script that sets up the run directory and compiles the code
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doc/ documentation

cicedoc.pdf this document
PDF/ PDF documents of numerous publications related to CICE

ice.log{OS) sample diagnostic output files
input_templates/ input files that may be modified for other CICE configurations

global 100x116.grid (3°) displaced pole grid

global_100x116.kmt (3°) land mask

ice.restart file pointer for restart file name

ice_in.(OS) namelist input data (data paths depend on particular system)
iced_gx3.v3.1 restart file used for initial condition

run_ice(OS) sample script for running on the given operating system

source/ CICE source code

CICE.F main program

CICE.F _debug debugging version ofICE.F

ice_albedo.F albedo parameterization

ice.atmo.F stability-based parameterization for calculation of turbulent ice-atmosphere fluxes
ice_calendar.F keeps track of what time it is

ice_constants.F physical and numerical constants and parameters

ice_coupling.F interface with the flux coupler

ice_diagnostics.F miscellaneous diagnostic and debugging routines
ice.domain.F MPI subdomain sizes and related parallel processing info
ice.dyn_evp.F elastic-viscous-plastic dynamics component

ice_exit.F aborts the model, printing an error message

ice_fileunits.F unit numbers for 1/0O

ice_flux.F fluxes needed/produced by the model

ice_flux_in.F routines to read and interpolate forcing data for stand-alone ice model runs
ice_grid.F grid and land masks

ice_history.F netCDF output routines and restart read/write

ice_init.F namelist and initializations

ice.itd.F utilities for managing ice thickness distribution

ice_itd _linear.F linear remapping for transport in thickness space
ice_kinds_mod.F basic definitions of reals, integers, etc.

ice_mechred cice.F mechanical redistribution component (ridging)
ice_modelsize.F grid size and number of thickness categories and vertical layers
ice_mpi_internal.F utilities for internal MPI parallelization

ice_ocean.F mixed layer ocean model



36 Numerical implementation

ice_read_write.F utilities for reading and writing files

ice_scaling.F ice-area scaling of variables for the coupler

ice_state.F essential arrays to describe the state of the ice

ice_therm_itd.F thermodynamic changes mostly related to ice thickness distribution (post-coupling)
ice_therm _vertical.F vertical growth rates and fluxes (pre-coupling thermodynamics)

ice_timers.F timing routines

ice_transport_mpdata.F horizontal advection via MPDATA or upwind

ice_transport_remap.F horizontal advection via incremental remapping

ice.work.F globally accessible work arrays

rundir/ execution or “run” directory created when the code is compiled usingdhmep_ice script

cice code executable

compile/ directory containing object files, etc.

grid horizontal grid file fromcice/input_templates/

ice.log.[ID] diagnostic output file

icein namelist input data fromice/input_templates/
iceh.[timelD].incond.nc output history file containing the initial condition
iceh.mavg.[timelD].nc monthly average output history file

kmt land mask file frontice/input_templates/

restart/ restart directory

iced_gx3.v3.1 initial condition fromcice/input_templates/
ice.restart file restart pointer frontice/input_templates/

run _ice batch run script file frontice/input_templates/

4.2 Grid, boundary conditions and masks

The spatial discretization is specialized for a generalized orthogonal B-grid as in [30] or [25]. The ice and
snow area, volume and energy are given at the center of the cell, velocity is defined at the corners, and
the internal ice stress tensor takes four different values within a grid cell; bilinear approximations are used
for the stress tensor and the ice velocity across the cell, as described in [14]. This tends to avoid the grid
decoupling problems associated with the B-grid.

Since ice thickness and thermodynamic variables such as temperature are given in the center of each
cell, the grid cells are referred to as “T cells.” We also occasionally refer to “U cells,” which are centered
on the northeast corner of the corresponding T cells and have velocity in the center of each. The velocity
components are aligned along grid lines.

In general, the global gridded domainimt _globalxjmt _global , while the subdomains used
in the MPI grid decomposition arent _localxjmt _local . The physical portion of a subdomain
is indexed asilo:ihi,jlo:jhi ], with num.ghost _cells “ghost” cells outside the domain, used
for boundary conditions. These parameters are illustrated in Figure 6 in one dimension. The routines
global scatterand global gatherdistribute information from the global domain to the local domains and
back, respectively. If MPI is not being used for grid decomposition in the ice model, these routines simply
adjust the indexing on the global domain to the single, local domain index coordinates. We strongly suggest
that the user choose the number of local domains so that the global domain is evenly divided. If the global
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Global (Physical) Domain
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imt_global

Local Domain (num_ghost_cells=1)

imt_local

ilo ihi

123 4567

Figure 6: Grid parameters for a sample one-dimensional, 20-cell global domain decomposed into four local
subdomains. Each local domain has one ghost cell on each side, and the physical portion of the local
domains are labeldtb:ihi . The parametemt _local is the total number of cells in the local domain,
including ghost cells, and the same numbering system is applied to each of the four subdomains.

domain is not evenly divided by the number of processors, then the last subdomain will contain nonphysical
points (“padding”). Besides a loss of efficiency due to computing at these points, other problems may arise
due to incompatible initializations and spurious data values.

The user has three choices of grid routinespgridreads grid lengths and other parameters for a nonuni-
form grid, rectgrid creates a regular rectangular grid, aetumngridcreates a column model configuration
(imt _global andjmt _global are both 1). The input fileglobal 100x116.gridandglobal 100x116.kmt
contain the(3°) POP grid and land mask. These are binary unformatted, direct access files produced on an
SGI (Big Endian). If you are using an incompatible (Little Endian) architecture, cheasangular
instead ofdisplaced _pole inice.in, or follow procedures as for the SGI AltiXQS) = Linux ).

A land maskhm(M1},) is specified in the cell centers, with O representing land and 1 representing ocean
cells. A corresponding maskvm (M,,) for velocity and other corner quantities is given by

M, (i,7) = min{My(1), l = (i,7), (i +1,7), (4,5 + 1), i+ 1,5+ 1)}

Along domain boundaries not masked by land, periodic conditions wrap the domain around the globe. The
original boundary routine ibound the other boundary routines improve parallel performace by not filling

all four boundaries when that is unnecessary, and by updating multiple spatial arrays at once. The boundary
routines also perform boundary communications between local domains when MPI is in use. Logical masks
corresponding to the real maskemanduvm, tmask andumask respectively, are useful in conditional
statements.

In addition to the land masks, two other masks are implemenigipreporder to reduce the dynamics
component’s work on a global grid. At each time step the logical miggkstmask andice _umask are
determined from the current ice extent, such that they have the value “true” wherever ice exists. They also
include a border of cells around the ice pack for numerical purposes. These masks are used in the dynamics
component to prevent unnecessary calculations on grid points where there is no ice. They are not used in
the thermodynamics component, so that ice may form in previously ice-free cells. Like the landhmasks
anduvm, the ice extent maskse _tmask andice _umask are for T cells and U cells, respectively.

Two additional masks are created for the user’s convenienwesk_n and mask_s can be used to
compute or write data only for the northern or southern hemispheres, respectively.
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4.3 |Initialization and coupling

The ice model's parameters and variables are initialized in several steps. Many constants and physical
parameters are setiice_constants.F Namelist variables (Table 4), whose values can be altered at run time,
are handled imnput.data These variables are given default values in the code, which may then be changed
when the input filéce.in is read. Several variables available in the namelist declaration giviea_init.F
are not usefully implemented in the current version of CICE; these variables are used in the NCAR CCSM
ice model (CSIM) and are included in the namelist declaration for consistency with that code. Physical
constants, numerical parameters, and variables are first set in initialization routines for each ice model
component or module. Then, if the ice model is being restarted from a previous run, some variables are
read and reinitialized irestartfile Finally, albedo is initialized based on the initial ice state. Some of these
parameters will be described in more detail in Table 4.
The ice component communicates with the flux coupler by passing messages using MPI, which is ini-
tialized insetupmpifor both coupled and stand-alone MPI runs. Further initialization for coupling occurs
in init_cpl. The routinesrom_couplerandto_couplerrespectively unpack and pack the data being passed
between the ice component and the flux coupler, and perform necessary averages and unit conversions.
For stand-alone runs, routines ite_flux_in.F read and interpolate data from files, and are intended
merely to provide guidance for the user to write his or her own routines. Whether the code is to be run in
stand-alone or coupled mode is determined at compile time, as described below.

4.4 Choosing an appropriate time step

The time stepdt (At) is chosen based on stability of the transport component (both horizontal and in
thickness space) and on resolution of the physical forcing. A conservative estimate of the horizontal transport
time step bound, or CFL condition, under remapping yields

min (Az, Ay)

At .
< 2 max (u,v)

Note that this is a factor of 2 larger than the MPDATA condition. Numerical estimates for this bound for
several POP grids, assumingux(u, v) = 0.5 m/s, are as follows:

N pole singularity dimensions min/Az - Ay maxAt
Greenland 100 x 116 39 x10°m  10.8 hr
Greenland 320 x 384 18 x10°m  5.0hr

Canada 900 x 600  6.5x10°m  1.8hr

Practical limits may be somewhat less, depending on the strength of the atmospheric winds.

Transport in thickness space imposes a similar restraint on the time step, given by the ice growth/melt
rate and the smallest range of thickness among the categdvies; min AH/2max f, whereAH is
the distance between category boundaries faiglthe thermodynamic growth rate. For the 5-category ice
thickness distribution used as the default in this distribution, this is not a stringent limitatioq: 19.4 hr,
assumingnax f = 40 cm/day.

The dynamics component is subcyclatte (/) times per time step so that the elastic waves essentially
disappear before the next time step. The subcycling time gtep (s thus

dte = dt/ndte.

A second parameteiy, (eyc), must be selected, which defines the elastic wave damping timeBcale
described in Section 3.4, ayc*dt . The forcing terms are not updated during the subcycling. Given the
small step dte ) at which the EVP dynamics model is subcycled, the elastic pararfidtealso limited by
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stability constraints, as discussed in [13]. Linear stability analysis for the dynamics component shows that
the numerical method is stable as long as the subcycling timesstgpufficiently resolves the damping
timescalel’. For the stability analysis we had to make several simplifications of the problem; hence the
location of the boundary between stable and unstable regions is merely an estimate. In practice, the ratio
At. : T : At =1:40: 120 provides both stability and acceptable efficiency for time st&psop the

order of 2 hours.

Note that onlyT" and At,, figure into the stability of the dynamics componeat; does not. The ther-
modynamics component is stable for any time step. Although the time step may not be tightly limited by
stability considerations, large time stegg.( At = 1 day, given daily forcing) do not produce accurate
results in the dynamics component. The reasons for this error are discussed in [13]; see [16] for its practical
effects.

4.5 Model output

Model output data is averaged over the period givehibyfreq and written to netCDF files prepended

by history  _file inice.in. Thatis, ifhistory _file="iceh’ then the filenames will have the form

iceh [timelD].nc. Additionally, a file containing a snapshot of the initial ice stateh_[timelD].incond.nc,

is written at the start of each run. Header information for data contained in these files is displayed with the
commandncdump -h filename.nc . With this release, standard ice data fields are output. The user
may add (or subtract) variables not already available in the namelist by doing the follovigeghistory.F:

(1) Increase the paramet@vgsiz

(2) Ininit_hist, add the appropriate quantitieswoame, vdesc , vunit , the logical declara-
tion, the namelist, and the equivalence statements, and set unit conversions as desired.
(3) Inice_write_hist, defineiout for the new output variable.

(4) Add the new logical variable to the icefields namelistciin.

The normalized principal components of internal ice stress are compupegthaipal_stressand written to
the history file. This calculation is not necessary for the simulation; principal stresses are merely computed
for diagnostic purposes and included here for the user’s convenience.

A few thermodynamic variables have speciaist forms in addition to the standard quantity used in
the code. These are variables that are initialized in the middle of the time step (at the beginning of the second
thermodynamics routinghermaitd), just after being sent to the coupler, although they may change at the
beginning of the time step (ithermavertical). The “standard” variable initialized as such contains a full
time step’s worth of data when it is sent to the coupler; its history counterpart is initialized at the beginning
of the time step and so also contains a full time step’s worth of data, although its value may be slightly
different from that sent to the coupler. This code modification was made for coupled model load balancing.

Like histfreq , the parametediagfreq  can be used to regulate how often output is written. In the
present codejiagfreq  is used to determine the frequency with which diagnostic data are written to the
log file. The log file unit to which diagnostic output is written is setda fileunits.F. If nu_diag = 6 ,
then it is written to standard out (or toe.log.[ID] if you redirect standard out as ian _ice); otherwise it
is written to the file given byliag _file . In addition to the standard diagnostic output (maximum area-
averaged thickness, velocity, average albedo, total ice area, and total ice and snow volumes), the namelist
optionsprint _points andprint _global cause additional diagnostic information to be computed and
written. print _global outputs global sums that are useful for checking global conservation of mass and
energy.print _points writes data for two specific grid points. Currently, one point is near the North Pole
and the other is in the Weddell Sea; these may be changee diagnostics.F

A binary unformatted file is created that contains all of the data that CICE needs for a full restart.
The filename begins with the character strisigmpfile , and the restart dump frequency is given by
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Timer
Number Label
0 Total the entire run
1 TimeLoop Total minus initialization and exit
2 Dynamics EVP
3 Advectn horizontal transport
4 Column all vertical (column) processes
5 Thermo vertical thermodynamics
6 Ridging mechanical redistribution
7 Cat Conv transport in thickness space
8 Coupling  sending/receiving coupler messages
9 ReadWrit  reading/writing files
10 Bound boundary conditions and subdomain communications

Table 3: CICE timers.

dumpfreq anddumpfreq _n. The pointer to the filename from which the restart data is to be read is
setinpointer _file

Timing routines are included ice_timers.F. To use the timers, first initialize them witbe_timer_clear,
then wrap the segment of code you would like to time with timer_start andice_timer_stop Finally,
ice_timer_print writes the results to the log file. Each of these routines takes a single argument, the timer
number. Callingce_timer_clearorice_timer_print with an argument of -1 initializes all of the timers at once,
or prints all of the timings, rather than having to call each individually. Currently, the timers are set up as in
Table 3.

The timings provided by these timers are not mutually exclusive. For example, the column timer (4)
includes the timings from 5, 6 and 7, and subroutiend(timer 10) is called from many different places
in the code, including the dynamics and advection routines.

The timers are architecture dependent; the system being used is determined at compile time. The timers
have been tested on the SGI Origin 3000 and Altix platforms, the IBM Power4 and the Cray X1. They may
work on other machines, but don’t count on it.

4.6 Execution procedures

To compile and execute the code: in the source directory,
1. Alter directories in the scriptomp_ice,
2. Runcomp.iceto set up the run directory and make the executatite’

3. To clean the compile directory and start fresh, alter the schiatn.ice and execute it.

In the run directory,
1. Alter atm _data _dir in the namelist filace.in,
2. Alter the scriptrun _ice for your system,

3. Executerun _ice.
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If this fails, see Section 5.1

This procedure creates the output log fike.log.[ID], and if npt is long enough compared with
dumpfreq andhistfreq , dump filesiced.[timelD] and netCDF history output fildseh_[timelD].nc.
Using the(3°) grid, the log file should be similar ioe.log{OS), provided for the user’s convenience. These
log files were created using MPI on 8 processdi¥£4 andNY=2), on the(3°) grid.

Several precompiler options are available@mp_ice for configuring the run:

location  variable options description
comp.ice BINTYPE MPI use MPI for internal parallelization
NX, NY (integers) number of MPI processors assigned to each
coordinate direction (NX 2)

The scripts define a number of environment variables, mostly as directories that you will need to edit for
your own environment. Two of these environment variables are defined exteitd@WEwhich points to

your home directory (where we assume the CICE directory is installed$aM& TEMUSERDIR which

points to scratch disks on the machines at Oak Ridge National Laboratory.

CICE namelist variables available for changes after compile time appéee.iag.* with values read
from the fileice_in; their definitions are given in Section 5.3. For example, to run for a different length of
time, say three days, sept=36 inice.in. At present, the user supplies the time stépand the number
of subcyclemdte , anddte is then calculated in subroutimeit_evp The primary reason for doing it this
way is to ensure thaidte is an integer.

To restart from a previous run, set the filenamécmrestart file (created by the previous run) to the
desired data filei¢ed.[timelD]), then setrestart=.true. in ice.in. Restarts are exact for MPI or
single processor runs.

The structure and flow of the sea ice code are fairly well outlined in the main driver raCikPiE.F.

Note that the thermodynamics routine is broken into two pieces, so that fluxes can be returned to the coupler
as quickly as possible. This enables the flux coupler to deliver the thermodynamic fluxes to other component
models while the ice model continues running.

5 Troubleshooting

5.1 Initial setup

The scripcomp.iceis configured so that the filggid, kmt, ice.in, run _ice, iced gx3.v3.1landice.restart file
are NOT overwritten after the first setup. If you wish to make changes to the original fitgaiintemplates/
rather than those in the run directory, either remove the files from the run directory before executing
comp.ice or edit the script.
If the code fails to compile or run, or if the model configuration is changed, try the following:

e createMacros.*. Makefile.* andrun_ice.* files for your particular platform, if they do not al-
ready exist (type 'uname -s’ at the prompt and compare the result with the file suffixes; we rename
UNICOS/mpasUNICOSfor simplicity)

o modify theINCLUDEdirectory path and other settings for your system in the scriyégros.* and
Makefile.* files.

e alter directory paths, file names and the execution command as neededice.

e settheinternal parallelization method and number of procesB0MIYPE, NX, NY)in Macros.*.
NXandNY should evenly divide the respective number of grid points in each direction. We suggest
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5.2

Troubleshooting

thatNY< 2 for load balancing; otherwise processors assigned subdomains near the equator have little
work to do (we hope).

for stand-alone runs, check th&tcoupled is notset in theMacros.* file.

for coupled runs, check thabcoupled is set in theMacros.* file. You may compile the model

as above or use NCAR scripts that set up and compile all of the CCSM coupled model components
at once (not available in this distribution). The optiddfcd _coupled controls another model
configuration not available in this distribution.

edit the grid size and other parametersaurce/icemodel size.F

Debugging hints

Several utilities are available that can be helpful when debugging the code. Not all of these will work
everywhere in the code, due to possible conflicts in module dependencies.

debugice (CICE.F) Awrapper forprint_statethat is easily called from numerous points during the timestep-

ping loop (se«CICE.F.debug).

print_state(ice_diagnostics.F) Print the ice state and forcing fields for a given grid cell.

ice_global real_minmax(ice_mpi_internal.F) Compute and print the minimum and maximum values for a

diag
print

print

real array. A sister routine prints the global sum of all elements in a real &eaglobal real_sum
= .true. (in calls toice_read) Print global max and min values for the field being read.

_global (ice.in) If true, compute and print numerous global sums for energy and mass balance
analysis. This option can significantly degrade code efficiency.

_points (ice.in) If true, print numerous diagnostic quantities for two grid cells, one near the north
pole and one in the Weddell Sea. This utility also provides the local grid indices and processor number
(ip, jp, my _task ) for these points, which can be used in conjunction witbck _step , to call
print_state These flags are set ine_diagnostics.FE This option can be fairly slow, due to gathering
data from MPI subdomains.

Known bugs

. Fluxes sent to the coupler may have incorrect values in grid cells that change from an ice-free state to

having ice during the given time step, or vice versa, due to scaling by the ice area. The authors of the
flux coupler insist on the area scaling so that the ice and land models are treated consistently in the
coupler (but note that the land area does not suddenly become zero in a grid cell, as does the ice area).

. A sizable fraction (more than 10%) of the total shortwave radiation is absorbed at the surface but

should be penetrating into the ice interior instead. This is due to use of the aggregated, effective
albedo rather than the bare ice albedo wheawpatch < 1, and fixing the problem will require
more albedo arrays to be added to the code.

. The date-of-onset diagnostic variable®lt _onset andfrz _onset , are notincluded in the restart

file, and therefore may be incorrect for the current year if the run is restarted after Jan 1. Also, these
variables were implemented with the Arctic in mind and may be incorrect for the Antarctic.

Timers are architecture dependent.

. Local domains are not padded for uneven division of the global domain.
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Table of namelist options

variable options/format  description recommended value
albicei I<a<l1 near infrared ice albedo for thicker ice
albicev l<ax<l visible ice albedo for thicker ice
albsnowi I<a<l1 near infrared, cold snow albedo
albsnowv 0<a<l1 visible, cold snow albedo
advection remap linear remapping advection ‘remap’
mpdata 2nd order MPDATA
upwind 1st order MPDATA
atmdatadir path/ path to atmospheric forcing data directory
diagfile filename diagnostic output file
diagfreq integer frequency of diagnostic output in dt 24
eg, 10 once every 10 time steps
dt seconds thermol/transport time step length 3600.
dumpfile filename prefix output file for restart dump ‘iced’
dumpdir path/ path to restart directory

Table 4: Namelist options (continued next page).
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variable options/format  description recommended value
dumpfreq y write restart every dumpfregyears Yy’
m write restart every dumpfreq months
d write restart every dumpfreq days
dumpfregn integer frequency restart data is written
evp.damping true/false if true, damp elastic waves [12] false.
fyear.init yyyy first year of atmospheric forcing data
grid_file filename name of grid file to be read 'grid’
grid_type rectangular defined nectgrid 'displacedpole’
displacedpole  read from file irpopgrid
histavg true write time-averaged data true.
false write snapshots of data
histfreq y write history output once a year m’
m write history output once a month
w write history output once a week
d write history output once a day
1 write history output every time step
history file filename prefix  output file for history 'iceh’
istep0 integer initial time step number 0
kdyn 0 dynamics OFF 1
1 EVP dynamics
kitd 0 delta function ITD approximation 1
1 linear remapping ITD approximation
kmt file filename name of land mask file to be read 'kmt’
ksmooth 0 no smoothing applied to ice strength 0
1 apply 5-point smoothing to ice strength
kstrength 0 ice strength formulation [10] 1
1 ice strength formulation [27]
ndte integer number of EVP subcycles 120
npt integer total number of time steps to take
oceanmixedce true/false active ocean mixed layer calculation true. (if uncoupled)
ocn.datadir path/ path to oceanic forcing data directory
print_points true/false print diagnostic data for two grid points .false.
print_global true/false print diagnostic data, global sums false.
restart true/false initialize using restart file true.
pointerfile pointer filename contains restart filename
ycycle integer number of years in forcing data cycle
yearinit yyyy the initial year, if not using restart
f_(var) true/false write(var) to history

Table 4: Namelist options (continued from previous page).
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Index of primary variables and parameters

This index defines many of the symbols used frequently in the ice model code. Values appearing in this list
are fixed or recommended; most namelist parameters are indiedtedtt{ their default values. For other
namelist options, see Table 4. All guantities in the code are expressed in MKS units (temperatures may take
either Celsius or Kelvin units).

A

advection e type of advection algorithmused ............................ remap’
ahmax thickness above which ice albedoisconstant................... 0.5m
aice0 fractional open water area

aice(n) total concentration of ice in grid cell (in category n)

aiceinit concentration of ice at beginning of dt (for diagnostics)

ain_min minimum fractional ice area allowed in each cat

albicei e near infrared ice albedo for thickerice ....................... 0.36
albicev e visible ice albedo for thickerice ................cciiiiia 0.78
albsnowi e near infrared, cold snowalbedo ..., 0.70
albsnowv e visible, cold snow albedo .............. i 0.98

albocn oceanalbedo ... 0.06
alpha floe shape constant for lateralmelt ........................... 0.66
awtidf weighting factor for near-ir, diffuse albedo .................... 0.16

awtidr weighting factor for near-ir, directalbedo ..................... 0.31

awtvdf weighting factor for visible, diffuse albedo .................... 0.24

awtvdr weighting factor for visible, directalbedo ..................... 0.29
ANGLE for conversions between the POP grid and latitude-longitude grids

ANGLET ANGLE converted to T-cells

atm datadir e directory for atmospheric forcing data

avgsiz number of fields that can be written to history file .............. 91

C

Cf ratio of ridging work to PE change inridging.................. 17.

charlen length of character variable strings. ........................... 80
charlen.long length of longer character variable strings . .................... 128
checkstep time step on which to begin writing debugging data

cldf cloud fraction

congel basal ice growth m

COSW cosine of the turning angleinwater .......................... 1.

cp-air specificheatofair ........... . i 1005.0 J/kg/K
cp.wv specific heat of watervapor ........... ... it 1 B¥ J/kg/K
cp.ce specific heatof freshice ... 2106. J/kg/K
cp.ocn specific heatof seawater ............. ... i 4218. J/kg/K
cm.to.m CM t0 MEters CONVEISION ... ...\t ieeenns 0.01

c(n) real(n)

Cs fraction of shear energy contributing toridging ................ 0.5
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D

daidtd
daidtt
dalb.mit
dalb.mlti
dalb.mltv
dbl_kind
Delta
depressT
diag file
diagfreq
divu
divu_adv
dt

dte

dtei
dT_mit
dumpfile
dumpfreq
dumpfregn
dragw
dxt

dxu

dyt

dyu
dvidtd
dvidtt

E

ecc
eice(n)
emissivity
eps04
epsll
epsl2
epsl3
epsl15
epsl6
esnho(n)
evap
evp.damping
eyc

Index of primary variables and parameters

ice area tendency due to dynamics/transport

ice area tendency due to thermodynamics

[seeicealbedo.H ...........c
[seeicealbedo.H ...
[seeicealbedo.H ...
definition of double precision.................. ... ...
function of strain rates (see Section 3.4)

ratio of freezing temperature to salinity of brine ............

o diagnostic output file (alternative to standard out)

¢ how often diagnostic output is written (10 = once per 10 dt)
strain rate | component, velocity divergence

divergence associated with advection

e thermo/transporttimestep ...,
subcycling time step for elastic dynamigstf)

1/dte, where dte is the EVP subcycling time step
[seeicealbedo.H ...

e output file for restart dump

e dump frequency for restartg, mord....................

e restart output frequency. ...
drag coefficient for wateronicegl .......................
width of T cell (Ax) through the middle

width of U cell (Ax) through the middle

height of T cell (Ay) through the middle

height of U cell Ay) through the middle

ice volume tendency due to dynamics/transport

ice volume tendency due to thermodynamics

yield curve major/minor axis ratio, squared ................
energy of melting of ice per unit area (in category n)
emissivity of snowandice.............. ...,

asmallnumber ...
asmallnumber .........
asmallnumber ...
asmallnumber .........
asmallnumber .........
asmallnumber .........

energy of melting of snow per unit area (in category n)
evaporative water flux
e if true, use evp damping procedure [12] ..................
coefficient for calculating the parameter &, 8yc<1 ......

1/s
1/s
-0.075
-0.100
-0.150
selecead kind(13)

0 .054 deg/psu

0.00536*rhow kgfm

3333

m/s
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F

fcor
ferrmax
fhnet

flat
floediam
flw
flwout
fhnet hist
frain
frazil
fresh
fresh hist
frzmlt
frz_onset
fsalt
fsalt_hist
fsensible
fsnow
fsnowrdg
fsw
fswabs
fswthru
fswthru_hist
fyear
fyearfinal
fyear.init

G

gravit
grid_file

grid_type
Gstar

H

hi_min
hin_max
hist avg
histfreq
history file
hm

hmix
hsnomin
Hstar

Coriolis parameter

max allowed energy flux error (thermodynamics) .
net heat flux to ocean

latent heat flux

effective floe diameter for lateral melt ...........
incoming longwave radiation

outgoing longwave radiation

net heat flux to ocean (Fhnet) for history

rainfall rate
frazil ice growth

fresh water flux to ocean

fresh water flux (fresh) for history
freezing/melting potential

day of year that freezing begins

net salt flux to ocean

salt flux to ocean (fsalt) for history

sensible heat flux

snowfall rate

snow fraction that survives inridging .............
incoming shortwave radiation

absorbed shortwave radiation

shortwave penetrating to ocean

shortwave penetrating to ocean (fswthru) for history
current data year

last data year
e initial data year

gravitational acceleration .......................
e input file for grid info

e rectangular’ or 'displacegbole’ or ‘column’ ...
used to compute ridging participation function .. ..

minimum ice thickness for thinnest ice category ...
category limits

o if true, write averaged data instead of snapshots .
¢ history output frequency: y, m,w,dorl .......

e output file for history

land/boundary mask, thickness (T-cell)

ocean mixed layerdepth ........................
minimum thickness for which is computed. . . ..
determines mean thickness of ridged ice ..........

47

1/s
x 103 W/m?
Wm
W/rh
300. m
W/t
W/
W/m
kg/m/s

kgfra
kghts
W/t

kghts
kgfits
W#m
kg/ms
0.5
W/m
W/m
W/m
W/m

9.80616 m/s

displacegpole
0.15

0.01Im

20. m
%10 5 m
25. m
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HTE
HTN
HTS
HTW

ice_ref_salinity

iceruf
icetmask
iceumask
idate

ierr

i()hi

i(j)lo

ilyrl

ilyrn
i(j)mt_global
i(jmt_local
int_kind

ip, jp

istep
istep0
istepl

K

kappav
kappan
kdyn
kice

kitd

kmt file
ksmooth
ksho
kstrength

L

Lfresh
Ihcoef
log_kind
Lsub
Lvap

M

m_to_cm

Index of primary variables and parameters

length of eastern edgé\() of T-cell
length of northern edgeXx) of T-cell
length of southern edgé() of T-cell
length of western edge of\y) T-cell

reference salinity for ice-ocean exchanges
ice surfaceroughness ............ ... i

ice extent mask (T-cell)
ice extent mask (U-cell)

the date at the end of the current time step (yyyymmdd)

general-use error flag

last i(j) index of physical domain (local)

firsti(j) index of physical domain (local)

index of the top layer in each cat (for eicen)

index of the bottom layer in each cat (for eicen)

number of physical gridpoints in x(y) direction, global domain
total number of gridpoints in x(y) direction, local domain

definition of an integer ..

local processor coordinates on which to write debugging data
local step counter for time loop

e number of steps taken in previousrun ....................
total number of steps at current time step

visible extinction coefficient in ice, wavelengffOOnm . . ...
visible extinction coefficient in ice, waveleng#0Onm ... ..

e type of dynamics (L=EVP,0=o0ff)......................
thermal conductivity of freshice...........................
e type of itd conversions (0 = delta function, 1 = linear remap)
e input file for land mask info

e 1=smooththeicestrength ..............................
thermal conductivity of Snow. ...,
e ice stength formulation (1= Rothrock 1975, 0= Hibler 1979)

latent heat of melting of fresh ice = Lsub - Lvap

transfer coefficient for latent heat

definition of a logical variable .............................

latent heat of sublimation for freshwater ...................
latent heat of vaporization for freshwater ..................

meters to cm conversion

3333

4. psu
x16.4 m

kind(1)

1.4/m
17.6/m
1
2.03 W/m/deg
1

0

0.30 W/m/deg
1

J/kg
kind(.true.)

2838 J/kg
280 J/kg

100.
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ml

m2
m2_to_km2
maskn(s)
mastertask
mday

meltb

meltl

meltt
melt.onset
month
MPI_COMM_ICE
mps.to_cmpdy
mpsto_cmpyr
mtask
my_task

N

nbr_{dir)
ncat

ndte
new.year
new.month
new week
new.day
ngroups
nlyr

npt

ntilay
ntracer
nu_diag
nu_.dump
nu_forcing
nu_grid
nu_kmt
nu_nml
nu_restart
nu_rst pointer
num.ghostcells

nyr
@)

oceanmixedce
ocndatadir
omega

one

constant for lateral meltrate ......................... ...
constant for lateral meltrate ............................
n? to km? conversion
northern (southern) hemisphere mask
task ID for the controlling processor
day of the month

basal ice melt

lateral ice melt

top ice melt

day of year that surface melt begins
the month number

communicator for ice model internal communications (MPI)
m per sto cm perday conversion .............ccoiiii....
m per s to cm per yr conversion

local processor number that writes debugging data

task ID for the current processor

1.36

333

processor numbers for the n, s, e, w neighbor processors
number of ice categories
e number of subcycles
flag for beginning new year

flag for beginning new month

flag for beginning new week

flag for beginning new day

number of groups of flux triangles in remapping .......... 5
numberoficelayers ........ ... i 4
o total number of time steps (dt)
sum of number of layers in all categories

number of tracers transported in remapping

unit number for diagnostics outputfile ................... 6
unit number for dump file forrestarting .................. 50
unit number for forcing datafile ......................... 49
unit number for grid file
unit number for land mask file
unit number for namelist inputfile ....................... 21
unit number for restart inputfile ......................... 50
unit number for pointer to latest restartfile ............... 52
number of rows of ghost cells surrounding each subdomain 1
year number

e if true, use internal ocean mixed layer ................. T
e directory for ocean forcing data
angular velocityof Earth .................... ... ... ..., 729P5 rad/s

array of ones which isoftenuseful ....................... 1.

x1® 6 m/s deg™?
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P

p001

pO1l

p027
p055

pl

plll
p166

p2

p222

p25

p333

p4

p5
p52083
p5625m
p6

p666

pi

pih

pi2
pointerfile
potT
print_global
print_points
Pstar
puny

Q

Qa
gqgice
gggocn
Qref

R

rad to_deg
radius
realkind
restart
rhoa
rhofresh
rhoi

rhos

rhow

Index of primary variables and parameters

1/1000

1/100

1/36

1/18

1/10

1/9

1/6

1/5

2/9

1/4

1/3

2/5

1/2

25/48

-9/16

3/5

2/3
T
/2
2w

e input file for restarting

atmospheric potential temperature

e iftrue, printglobaldata ........................
e if true, printpointdata .........................
ice strength parameter

asmall positive number ................. ... ...

specific humidity at 10 m

for saturated specific humidity overice .............
for saturated specific humidity over ocean ..........

2m atmospheric reference specific humidity

degree-radianconversion .................oooi...

earthradius ..ot e

definition of single precisionreal ..................
e if true, initialize using restart file instead of defaults
air density

density of freshwater ............................
densityofice ........ ...
density of SNOW . ...
densityofseawater ............. ... i

2XB*N/m
x 1011

kg/kg
1.163M8kg/m?
6.276Tdkg/m?
kg/kg

180/ 7
8BF m
seleateal kind(6)
T
kg/m
1000.0 kg/m
917. k§/m
330. Kg/m
1026. kg/m
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rLfi
rLfs
rLvi
rLvs
rnilyr

S

saltmax
sec
secday
shear
shcoef
sig1(2)
sinw
shoice
snowpatch
sstltx(y)
SSs

sst

stefan-boltzmann

stop.now
strairx(y)
strairx(y)T
strength
stressp
stressm
stress12
strintx(y)
strocnx(y)
strocnx(y)T
strtltx(y)
swv(n)dr(f)

T

Tair
tarea
tarean
tarear
tareas
Tf
Tffresh
time
time_forc
Timelt
TLAT G
TLON_G

latent heat of fusion for ice = rhoi*Lfresh Jin
latent heat of fusion for snow = rhos*Lfresh FIm
specific latent heat of vapopt J/m?
specific latent heat of vapgss Jim?
real(nlyr)

max salinity, aticebase ............. ... ... .. L 3.2 ppm
seconds elasped into idate
number of secondsinaday ................ ... i, 86400.
strain rate Il component 1/s
transfer coefficient for sensible heat
principal stress components (diagnostic)
sine of the turning angle inwater .......................... 0.
snow-ice formation m
length scale for parameterizing nonuniform snow coverage ... 0.02m
sea surface slope in the x(y) direction m/m
sea surface salinity psu
sea surface temperature C
Stefan-Boltzmannconstant ............................... x B06T W/m2K*
if 1, end program execution
stress on ice by air in the x(y)-direction (centered in U cell) N/m
stress on ice by air, x(y)-direction (centered in T cell) R/m
ice strength (pressure) N/m
internal ice stress,; + 099 N/m
internal ice stress,; — 099 N/m
internal ice stressy N/m
divergence of internal ice stress, x(y) N/m
ice-ocean stress in the x(y)-direction (U-cell) Rl/m
ice-ocean stress, x(y)-dir. (T-cell) N/m
surface stress due to sea surface slope 2N/m

incoming shortwave radiation, visible (near IR), direct (diffuse) W/m

air temperature at 10 m K
area of T-cell M
area of northern hemisphere T-cells 2 m
1/tarea 1/tn
area of southern hemisphere T-cells 2 m

freezing temperature C

freezingtemp of freshice............. ... ... i i 273.15K
total elapsed time S

time of last forcing update s

melting temperature of ice top surface....................... 0.C
latitude of cell center on global domain radians
longitude of cell center on global domain radians
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tmask
tmass

Tref
Tsfc(n)
Tsf_errmax
Tsmelt
TTTice
TTTocn

U

uarea
uarear
u(v)atm
ULON
ULAT
umask
umin
u(v)ocn
uvel(vvel)
uvm

V

vice(n)
vonkar
vsno(n)

w

week

wind
write_history
write_ic
write_restart

Y

ycycle

yday
yearinit

Z

zIvl

zref
ZTrf
ZVir

Index of primary variables and parameters

land/boundary mask, thickness (T-cell)
total mass of ice and snow
2m atmospheric reference temperature

temperature of ice/snow top surface (in category n)
max allowed’ . error (thermodynamics) ......
melting temperature of snow top surface .........
for saturated specific humidity overice ..........
for saturated specific humidity over ocean........

area of U-cell
1/uarea

wind velocity, x(y)

longitude of U-cell centers

latitude of U-cell centers
land/boundary mask, velocity (U-cell)

min wind speed for turbulent fluxes .............

ocean current, x(y)-direction
X(y)-component of velocity
land/boundary mask, velocity (U-cell)

volume per unit area of ice (in category n)

vonKarmanconstant..............cooviiiinn.n.

volume per unit area of snow (in category n)

week of the year

wind speed

if true, write history now

if true, write initial conditions now
if 1, write restart now

e number of years in forcing data cycle
day of the year
o the initial year

atmospheric level height

reference height for stability....................
reference heightfafy.cr, Qrep -oovovoovoiini .
gas constant (water vapor)/gas constant (air) - 1 ..

kg/m
K
C
510 “deg
0.C
5897.8 K
5107.4 K

M

m/s
radians
radians

1. m/s
m/s
m/s

m/s

10. m
2. m
0.606
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advectionseetransport
albedo, 426, 35, 38, 42
area, iceseeice fraction

bilinear, 16, 24, 36

boundary
communication, 37
condition,36-37 40
layer,5-6, 7
thickness category, 18-21

categories, thicknesseethickness distribution
CCsSM, 2, 3, 38, 42,43

CFL condition, 9,38

column model, 37

Community Climate System ModedeeCCSM
concentrationseeice fraction

conservation, 3, 8, 9, 18, 21, 29, 33, 39
conservation equatiosgetransport
continuity equationseetransport

Coriolis, 5, 23

coupling,seeflux coupler

CSIM, 3, 38, 43

currents, ocean, 4, 7, 27

damping timescale, 24
density
atmosphere, 4-6, 27
ice or snow, 28, 33

ocean, 7, 27
diagnostics, 3, 6, 35, 389, 42
dynamics

elastic-viscous-plastisgeelastic-viscous-plastic

ridging, seeridging
transportseetransport

elastic
-viscous-plastic dynamics, 2, 8, 223-25
35, 37-40
waves, 23, 24, 38
energyseeenthalpy
enthalpy, 8, 10, 11, 18, 282—-33
evaporation, 4, 533
EVP, seeelastic-viscous-plastic dynamics

flux coupler, 2, 33—7, 27, 34—-36, 38-42

fraction, ice,seeice fraction
frazil, 6

freeboard, 33

freezing potential, 46
fresh water flux, 4—6

grid, 13, 24, 34, 3536-37 38, 41

height
reference, 4,5
sea surface, 7
history, 35, 41
history files, 39
humidity
reference, 4, 6
specific, 4, 5, 27

ice, see individual variables
fraction,4-5 7-10, 17-24, 42
growth, 7, 18, 19, 2132-34

ice-ocean stress, 4, 3,23

internal stress23—-25 36, 39

LANL, 2, 43

latent heat, 4-6, 2&7, 33

leads seeopen water

longwave seeradiation, longwave

Los Alamos National LaboratorgeeL ANL

masks, 37

mechanical distributiorseeridging
melt pond, 5

melting potential, 46, 33
meltwater, 3, 5, 6, 32

mixed layer, 25, 33, 35
momentum equation, 23
monotonicity, 9-11, 13, 15, 18
MPDATA, 9

namelist, 3543

National Center for Atmospheric Researdge
NCAR

Naval Postgraduate School, 43

NCAR, 2, 3, 38, 42

Oak Ridge National Laboratory, 41, 43
oceanp—7
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currentsseecurrents, ocean

heat, 4, 627

mixed layerseemixed layer

stressseeice-ocean stress

surface heightseeheight, sea surface

surface slopeseeslope, sea surface
open water, 4, 6, 7, 21, 21, 22

Parallel Ocean PrograreeePOP
parallelization, 2, 34, 35, 37, 41
POP, 2, 7, 37, 38

radiation
longwave, 4, 5, 2626
shortwave, 4, 5, 726, 28, 29, 42
rain, 4—6
reference
height,seeheight, reference
humidity, seehumidity, reference
temperatureseetemperature, reference
remapping
incremental8-21, 36, 38
linear,seetransport, thickness
replacement pressure, 24
restart, 3, 35, 38, 39, 41
ridging, 2, 7, 821-23 35, 40

salinity
ice, 7, 25,26, 28, 32, 33
ocean, 4,6, 7
salt,seesalinity
sensible heat, 4-6, 287
shortwaveseeradiation, shortwave
slope, sea surface, 4, 5, 7, 23
snow, 2, 4-8, 10, 20, 22, 235-34 42
solar,seeradiation, shortwave
specific humidityseehumidity, specific
stability, 4-6, 23, 3538-39
state variables, 3, 4, 7, 18, 36
strain rate, 2, 22-24
strength, 2, 22—-23
stress
ice-oceanseeice-ocean stress
principal, 24, 39
tensorseeinternal stress
wind, seewind stress
subcycling, 24, 38
sublimation seeevaporation
surface heightseeheight, sea surface

INDEX

temperature25-34 45
atmospheric, 4
freezing, 6
ice, 8, 26, 33
ocean, 4,6
potential, 4, 5
reference, 4, 6
surface, 5, 8, 11, 17

thermodynamics25-34

thickness
distribution, 2, 7-918-23 25, 35, 36, 38

ice or snow, 6-8, 10-11, 18, 23-25, 33-34,

36
spaceseetransport, thickness
timers, 36, 40, 42
transport, 2, 7-21, 35, 36, 38, 40
horizontal, 28-18
thickness18-21
turbulent fluxes
latent heatseelatent heat
sensible heaseesensible heat
wind stressseewind stress

University of California, 43

van Leer, 11, 13
velocity, ice, 2, 5, 7-9, 12, 15, 18325 36
volume, ice or snow, 7, 8, 10, 17-22, 36

water, openseeopen water
wind
stress, 4, 56, 23
velocity, 4, 5, 38
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